
Joint Models for NLP
Yue Zhang

Westlake Institute for Advanced Study



Outline 

• Motivation

• Statistical Models

• Deep Learning Models



Outline 

• Motivation

• Statistical Models

• Deep Learning Models



Motivation 

• Related tasks in NLP
• Constituents and named entities



Motivation 

• Related tasks in NLP
• NER, Chunking and POS Tagging

Joi runs the MIT Media Lab .
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Motivation 

• Pipelines in NLP
• Segmentation             POS tagging

布朗访问上海

布朗/ 访问/ 上海/

布朗/NR 访问/VV 上海/NR 



Motivation 

• Pipelines in NLP
• Entity and Relation

Associated Press writer Patrick McDowell in Kuwait City
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Motivation 

• Pipelines in NLP
• Entity and Sentiment

So excited to meet my baby Farah !!!

So excited to meet my [baby Farah] !!!

So excited to meet my [baby Farah]+ !!!

sentence

NER

Sentiment 

PER

PER + POSITIVE



Motivation 

• Joint model
• Reduce error propagation

• Allow information exchange between tasks

• Challenge
• Joint learning

• Search 
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Graph-Based Methods

• Traditional solution
• Score each candidate, select the highest-scored output

• Search-space typically exponential
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Joint Segmentation and POS tagging

• Tasks

Input 

Segmenter

Tagger

Words

POS

Characters



Joint Segmentation and POS tagging

• Task

Ng, Hwee Tou, and Jin Kiat Low. "Chinese part-of-speech tagging: One-at-a-time or all-at-once? word-based or 

character-based?." EMNLP. 2004.

布朗 访问 上海

NN     VV        NN

POS Tagging

Segmentation 



Joint Segmentation and POS tagging

• Collapsing labels

Ng, Hwee Tou, and Jin Kiat Low. "Chinese part-of-speech tagging: One-at-a-time or all-at-once? word-based or 

character-based?." EMNLP. 2004.

布朗 访问 上海

BE      BE BE

NN     VV        NN

布 朗 访 问 上 海
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Joint Segmentation and POS tagging

• All-at-Once, Character-Based POS Tagger and Segmenter : 
Feature 

Ng, Hwee Tou, and Jin Kiat Low. "Chinese part-of-speech tagging: One-at-a-time or all-at-once? word-based or 

character-based?." EMNLP. 2004.



Joint Segmentation and POS tagging

• Results on CTB

Ng, Hwee Tou, and Jin Kiat Low. "Chinese part-of-speech tagging: One-at-a-time or all-at-once? word-based or 

character-based?." EMNLP. 2004.



Joint Parsing and NER

Finkel, Jenny Rose, and Christopher D. Manning. "Joint parsing and named entity recognition." Proceedings of 

Human Language Technologies: The 2009 Annual Conference of the North American Chapter of the Association 

for Computational Linguistics. Association for Computational Linguistics, 2009.

• A joint model of both parsing and named entity recognition. 



Joint Parsing and NER

Finkel, Jenny Rose, and Christopher D. Manning. "Joint parsing and named entity recognition." Proceedings of 

Human Language Technologies: The 2009 Annual Conference of the North American Chapter of the Association 

for Computational Linguistics. Association for Computational Linguistics, 2009.

• A feature-based CRF-CFG parser operating over tree structures 
augmented with NER information. 



Joint Parsing and NER

Finkel, Jenny Rose, and Christopher D. Manning. "Joint parsing and named entity recognition." Proceedings of 

Human Language Technologies: The 2009 Annual Conference of the North American Chapter of the Association 

for Computational Linguistics. Association for Computational Linguistics, 2009.

• Results:
• On OntoNotes



Graph-Based Methods

• Joint Label Structure

• Reranking

• Joint Modeling (Multi task)

• Joint Modeling (Single task)



Graph-Based Methods

• Joint Label Structure

• Reranking

• Joint Modeling (Multi task)

• Joint Modeling (Single task)



Joint Segmentation and POS Tagging 

• Two separate CRF taggers.

• Separately trained, reranking.

• Use tag sequence score to rank segmentation.

Shi, Yanxin, and Mengqiu Wang. "A Dual-layer CRFs Based Joint Decoding Method for Cascaded Segmentation 

and Labeling Tasks." IJcAI. 2007.



Shi, Yanxin, and Mengqiu Wang. "A Dual-layer CRFs Based Joint Decoding Method for Cascaded Segmentation 

and Labeling Tasks." IJcAI. 2007.

• Dual-layer CRFs

Joint Segmentation and POS Tagging 



Shi, Yanxin, and Mengqiu Wang. "A Dual-layer CRFs Based Joint Decoding Method for Cascaded Segmentation 

and Labeling Tasks." IJcAI. 2007.

• Results on Segmentation

Joint Segmentation and POS Tagging 



Shi, Yanxin, and Mengqiu Wang. "A Dual-layer CRFs Based Joint Decoding Method for Cascaded Segmentation 

and Labeling Tasks." IJcAI. 2007.

• Results on POS Tagging

Joint Segmentation and POS Tagging 



Joint Parsing and SRL

Sutton, Charles, and Andrew McCallum. "Joint parsing and semantic role labeling." Proceedings of the Ninth 

Conference on Computational Natural Language Learning. Association for Computational Linguistics, 2005.

• Task 

Input 

Parser

SRL

Syntax

Semantic Roles



Joint Parsing and SRL

Sutton, Charles, and Andrew McCallum. "Joint parsing and semantic role labeling." Proceedings of the Ninth 

Conference on Computational Natural Language Learning. Association for Computational Linguistics, 2005.

• Rerank k-best parse trees from a probabilistic parser using an 
SRL system.



Joint Parsing and SRL

Sutton, Charles, and Andrew McCallum. "Joint parsing and semantic role labeling." Proceedings of the Ninth 

Conference on Computational Natural Language Learning. Association for Computational Linguistics, 2005.

• Overall results 

• Did not beat a pipeline baseline

Many subsequent CoNLL shared tasks show difficulties for this joint task
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Joint Modeling

• Joint Search, separate training

• Search complex problem
• ILP

• BP

• Dual Decomposition

Auli, Michael, and Adam Lopez. "A comparison of loopy belief propagation and dual decomposition for integrated 

CCG supertagging and parsing." Proceedings of the 49th Annual Meeting of the Association for Computational 

Linguistics: Human Language Technologies-Volume 1. Association for Computational Linguistics, 2011.



Joint Entity and Sentiment

Yang, Bishan, and Claire Cardie. "Joint Inference for Fine-grained Opinion Extraction." ACL (1). 2013.

• Task:
• Opinion linking relations 

• The numberic subscripts denote linking relations, one of IS-ABOUT OR IS-FROM

• Opinion entities:
• Opinion expressions: O

• Opinion targets: T

• Opinion holders: H

[The workers][H1,2] were irked [O1] by [the government report][T1] 

and were worried[O2] as they went about their daily chores. 

jointly identifies opinion-

related entities, as well as 

opinion linking relations



Joint Entity and Sentiment

Yang, Bishan, and Claire Cardie. "Joint Inference for Fine-grained Opinion Extraction." ACL (1). 2013.

• Model
• Formulate the task of opinion entity identification as a sequence 

labeling problem and employ conditional random fields (CRFs) to learn 
the probability of a sequence assignment y for a given sentence x;

• Treat the relation extraction problem as a combination of two binary 
classification problems and use L1-regularized logistic regression to 
train the classifiers; 

• Optimize the joint objective function which is defined as a linear 
combination of the potentials from different predictors with a parameter 
λ to balance the contribution of these two components: opinion entity 
identification and opinion relation extraction.



Joint Entity and Sentiment

Yang, Bishan, and Claire Cardie. "Joint Inference for Fine-grained Opinion Extraction." ACL (1). 2013.

• CRF

t1 t2

w1 w2

…… tn

wn……

D – Opinion expression

T – Opinion target

H – Opinion Holder

N – Opinion None



Joint Entity and Sentiment

Yang, Bishan, and Claire Cardie. "Joint Inference for Fine-grained Opinion Extraction." ACL (1). 2013.

• A classification model for opinion target relation

• A classification model for opinion holder relation

• Syntactic and semantic features are used



Joint Entity and Sentiment

Yang, Bishan, and Claire Cardie. "Joint Inference for Fine-grained Opinion Extraction." ACL (1). 2013.

• Joint scoring function by linear interpolation

𝑆𝑐𝑜𝑟𝑒 = 𝜆 ∙ 𝑆𝑐𝑜𝑟𝑒 𝑒𝑛𝑡𝑖𝑡𝑦

+ 1 − 𝜆 ∙ 𝑆𝑐𝑜𝑟𝑒(𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛)



Joint Entity and Sentiment

Yang, Bishan, and Claire Cardie. "Joint Inference for Fine-grained Opinion Extraction." ACL (1). 2013.

• ILP for search
• Constraint 1: Uniqueness

• Constraint 2: Non-overlapping

• Constraint 3: Consistency between the opinion-arg and opinion-implicit-
arg classifiers

• Constraint 4: Consistency between opinion-arg classifier and opinion 
entity extractor

• Constraint 5: Consistency between the opinion-implicit-arg classifier 
and opinion entity extractor



Joint Entity and Sentiment

Yang, Bishan, and Claire Cardie. "Joint Inference for Fine-grained Opinion Extraction." ACL (1). 2013.

• Results on MPQA



Joint Entity and Sentiment

Yang, Bishan, and Claire Cardie. "Joint Inference for Fine-grained Opinion Extraction." ACL (1). 2013.

• Results on MPQA



Joint Supertagging and Parsing

• Tasks

Input 

Super tagger

Parser

CCG Supertagging

CCG Parsing



• CCG parsing (for English, Chinese and other languages) is to 
find the syntactic structures of written text based on 
combinatory categorial grammars.

Supper tagging and parsing

Joint Supertagging and Parsing

Marcel proved completeness

NP (S\ NP)/NP NP

S\ NP

S

Auli, Michael, and Adam Lopez. "A comparison of loopy belief propagation and dual decomposition for integrated 

CCG supertagging and parsing." Proceedings of the 49th Annual Meeting of the Association for Computational 

Linguistics: Human Language Technologies-Volume 1. Association for Computational Linguistics, 2011.



Joint Supertagging and Parsing

Auli, Michael, and Adam Lopez. "A comparison of loopy belief propagation and dual decomposition for integrated 

CCG supertagging and parsing." Proceedings of the 49th Annual Meeting of the Association for Computational 

Linguistics: Human Language Technologies-Volume 1. Association for Computational Linguistics, 2011.

• CCG traditionally done by supertagging -> parsing



Joint Supertagging and Parsing

Auli, Michael, and Adam Lopez. "A comparison of loopy belief propagation and dual decomposition for integrated 

CCG supertagging and parsing." Proceedings of the 49th Annual Meeting of the Association for Computational 

Linguistics: Human Language Technologies-Volume 1. Association for Computational Linguistics, 2011.

• Loopy belief propagation

• Factor graph for the combined parsing and supertagging model



Joint Supertagging and Parsing

Auli, Michael, and Adam Lopez. "A comparison of loopy belief propagation and dual decomposition for integrated 

CCG supertagging and parsing." Proceedings of the 49th Annual Meeting of the Association for Computational 

Linguistics: Human Language Technologies-Volume 1. Association for Computational Linguistics, 2011.

• Dual decomposition: Lagrangian method for constraint 
optimization



Joint Supertagging and Parsing

Auli, Michael, and Adam Lopez. "A comparison of loopy belief propagation and dual decomposition for integrated 

CCG supertagging and parsing." Proceedings of the 49th Annual Meeting of the Association for Computational 

Linguistics: Human Language Technologies-Volume 1. Association for Computational Linguistics, 2011.

• Results 

BP: Belief Propagation
DD: Dual Decomposition
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Graph-Based Methods

• Joint Label Structure

• Reranking

• Joint Modeling (Multi task)

• Joint Modeling (Single task)



Joint Modeling (Single task)

• A Single Model

𝑆𝑐𝑜𝑟𝑒 = Φ(𝒚)•𝜔

where 𝒚 is the model features



Joint Segmentation and POS Tagging

Zhang, Yue, and Stephen Clark. "Joint Word Segmentation and POS Tagging Using a Single Perceptron." ACL. 

2008.

• Task

Input 我喜欢读书 Ilikereadingbooks

Output       我/PN 喜欢/V 读/V 书/N    I/PN like/V reading/V books/N



Joint Segmentation and POS Tagging

Zhang, Yue, and Stephen Clark. "Joint Word Segmentation and POS Tagging Using a Single Perceptron." ACL. 

2008.

• Feature templates for the baseline segmentor



Joint Segmentation and POS Tagging

Zhang, Yue, and Stephen Clark. "Joint Word Segmentation and POS Tagging Using a Single Perceptron." ACL. 

2008.

• Feature templates for the baseline POS tagger



Joint Segmentation and POS Tagging

Zhang, Yue, and Stephen Clark. "Joint Word Segmentation and POS Tagging Using a Single Perceptron." ACL. 

2008.

• Perceptron with both segmentation and POS features

The perceptron learning algorithm



Joint Segmentation and POS Tagging

Zhang, Yue, and Stephen Clark. "Joint Word Segmentation and POS Tagging Using a Single Perceptron." ACL. 

2008.

• The decoding algorithm for the joint word segmentor and POS 
tagger, agendas[i] stores the best sequences that end at i

我
PN

我
PN

喜
VV

我
PN

喜
NN

我喜
VV

我
PN

喜欢
VN

我喜欢
VV

我
PN

欢
VV

喜
NN

……

我
PN
喜欢
VV

读书
NN



Joint Segmentation and POS Tagging

Zhang, Yue, and Stephen Clark. "Joint Word Segmentation and POS Tagging Using a Single Perceptron." ACL. 

2008.

• Results by 10-fold cross validation using CTB



Joint Entity Relation Extraction

Li, Qi, and Heng Ji. "Incremental Joint Extraction of Entity Mentions and Relations." ACL (1). 2014.

• Task



Joint Entity Relation Extraction

Li, Qi, and Heng Ji. "Incremental Joint Extraction of Entity Mentions and Relations." ACL (1). 2014.

• A Single Model



Joint Entity Relation Extraction

Li, Qi, and Heng Ji. "Incremental Joint Extraction of Entity Mentions and Relations." ACL (1). 2014.

• Beam Search



Joint Entity Relation Extraction

Li, Qi, and Heng Ji. "Incremental Joint Extraction of Entity Mentions and Relations." ACL (1). 2014.

• Feature
• Local features

• Gazetteer features
• Case features
• Contextual features
• Parsing-based features

• Global entity mention features
• Coreference consistency
• Neighbor coherence
• Part-of-whole consistency

• Global relation features
• Role coherence
• Triangle constraint
• Inter-dependent compatibility
• Neighbor coherence



Joint Entity Relation Extraction

Li, Qi, and Heng Ji. "Incremental Joint Extraction of Entity Mentions and Relations." ACL (1). 2014.

• Experiments 
• Data: 

• Training data: ACE’05

• Validation data: ACE’04



Joint Entity Relation Extraction

Li, Qi, and Heng Ji. "Incremental Joint Extraction of Entity Mentions and Relations." ACL (1). 2014.

• Results on ACE 



Statistical Models

• Graph-Based Methods

• Transition-Based Methods



A Transition System

• Automata
• State

• Start state —— an empty structure

• End state —— the output structure

• Intermediate states —— partially constructed structures

• Actions
• Change one state to another

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



• Automata

A Transition System

start

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.
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A Transition System

start

a0

S1

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



• Automata

A Transition System

start …

a0

S1

a1

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.
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A Transition System

start …
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A Transition System
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• Automata

A Transition System

start …

a0

S1 Si
… Sn

a1 ai-1 ai an-1

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



• Automata

A Transition System

start …

a0

S1 Si
… Sn end

a1 ai-1 ai an-1 an

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



• State
• Corresponds to partial results during decoding

• start state, end state, Si

• Actions
• The operations that can be applied for state transition
• Construct output incrementally

• ai

A Transition System

start …

a0

S1 Si
… Sn end

a1 ai-1 ai an-1 an

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Transition-based Dependency Parsing

• An Example 
• S-SHIFT

• R-REDUCE

• AL-ARC-LEFT

• AR-ARC-RIGHT
He does it here

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.
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• Find the best sequence of actions 

• Exponential 

Search Space
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Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



A Learning+Search Framework

start

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.
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A Learning+Search Framework

• Dependency Parsing Example
• Decoding

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.

He does it here



A Learning+Search Framework

• Dependency Parsing Example
• Decoding

He does it here does it hereHe S

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



A Learning+Search Framework

• Dependency Parsing Example
• Decoding
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A Learning+Search Framework

• Dependency Parsing Example
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A Learning+Search Framework

• Dependency Parsing Example
• Decoding

He does it here does it hereHe S does it hereAL

He 

it hereHe does

it hereHe does

it hereS

He 

does

S hereHe does it

hereHe does    it

He 

does it here

He does it here

hereHe does   

it

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



A Learning+Search Framework

• Dependency Parsing Example
• Decoding

He does it here does it hereHe S does it hereAL

He 

it hereHe does

it hereHe does

it hereS

He 

does

S hereHe does it

hereHe does    it

He 

does it here

He does it here

hereHe does   

it

He 

He 

does it here

He 

does here

it

He 

does it here

He 

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



A Learning+Search Framework

• Dependency Parsing Example
• Decoding

He does it here does it hereHe S does it hereAL

He 

it hereHe does

it hereHe does

it hereS

He 

does

S hereHe does it

hereHe does    it

He 

does it here

He does it here

hereHe does   

it

He 

He 

does it here

He 

does here

it

He 

does it here

He He 

does here

it

He 

does it here

He 

does here

it

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



A Learning+Search Framework

• Dependency Parsing Example
• Decoding
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Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



• Search not optional (vs graph-based structured prediction)

• Learn to fix search errors

A Learning+Search Framework
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A Learning+Search Framework 

• Advantages
• Low computation complexity

• Arbitrary non-local features

• Learning-guided-search

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



A Learning+Search Framework

• State-of-the-art accuracies and speeds
• Constituent parsing

• Dependency parsing

• Word Segmentation

• CCG parsing

• Enable joint models
• Address complex search space and use joint features, which have 

been difficult for traditional models

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



A Learning+Search Framework

• State-of-the-art accuracies and speeds
• Constituent parsing

• Dependency parsing

• Word Segmentation
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• Enable joint models
• Address complex search space and use joint features, which have 

been difficult for traditional models
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A Learning+Search Framework

• Global Normalization for Neural Structured Prediction
• Zhou et al., (2015)

• Watanabe et al., (2015)

• Andor et al., (2016)

• Rush et al., (2016)

Hao Zhou, Yue Zhang, Shujian Huang and Jiajun Chen. A Neural Probabilistic Structured-Prediction Model for Transition-based Dependency Parsing. In

Proceedings of ACL 2015, Beijing, China, July.

Watanabe, Taro, and Eiichiro Sumita. "Transition-based neural constituent parsing." Proceedings of the 53rd Annual Meeting of the Association for Computational

Linguistics and the 7th International Joint Conference on Natural Language Processing (Volume 1: Long Papers). Vol. 1. 2015.

Andor Daniel, Chris Alberti, David Weiss, Aliaksei Severyn, Alessandro Presta, Kuzman Ganchev, Slav Petrov, Michael Collins "Globally normalized transition-

based neural networks." arXiv preprint arXiv:1603.06042 (2016).

Wiseman, Sam, and Alexander M. Rush. "Sequence-to-sequence learning as beam-search optimization." arXiv preprint arXiv:1606.02960 (2016).



Joint Segmentation and POS Tagging

• The transition system
• State

• Partial segmented results

• Unprocessed characters 

• Two actions 
• Separate (t) : t is a POS tag

• Append

Zhang and Clark, EMNLP 2010

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single 

Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.



Joint Segmentation and POS Tagging

• The transition system
• Initial state 

我喜欢读书

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single 

Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.

我/PN 喜欢/V 读/V 书/N
[I] [like] [reading] [books]



Joint Segmentation and POS Tagging

• The transition system
• Separate(PN)

喜欢读书我/PN

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single 

Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.

我/PN 喜欢/V 读/V 书/N
[I] [like] [reading] [books]



Joint Segmentation and POS Tagging

• The transition system
• Separate (V)

欢读书我/PN 喜/V

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single 

Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.

我/PN 喜欢/V 读/V 书/N
[I] [like] [reading] [books]



Joint Segmentation and POS Tagging

• The transition system
• Append

读书我/PN 喜欢/V

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single 

Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.

我/PN 喜欢/V 读/V 书/N
[I] [like] [reading] [books]



Joint Segmentation and POS Tagging

• The transition system
• Separate (V)

书我/PN 喜欢/V 读/V

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single 

Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.

我/PN 喜欢/V 读/V 书/N
[I] [like] [reading] [books]



Joint Segmentation and POS Tagging

• The transition system
• Separate (N)

我/PN 喜欢/V 读/V 书/N

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single 

Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.

我/PN 喜欢/V 读/V 书/N
[I] [like] [reading] [books]



Joint Segmentation and POS Tagging

• The transition system
• End state

我/PN 喜欢/V 读/V 书/N

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single 

Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.

我/PN 喜欢/V 读/V 书/N
[I] [like] [reading] [books]



Joint Segmentation and POS Tagging

• Segmentation Feature templates

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single 

Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.

Non-local



Joint Segmentation and POS Tagging

• POS Feature templates

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single 

Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.

Word-level



Joint Segmentation and POS Tagging

• Experiments on CTB 5

SF JF

K09 (error-driven) 97.87 93.67

This work 97.78 93.67

Zhang 2008 97.82 93.62

K09 (baseline) 97.79 93.60

J08a 97.85 93.41

J08b 97.74 93.37

N07 97.83 93.32

SF = segmentation F-score; JF = joint segmentation and POS-tagging F-score

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single 

Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.



Joint Segmentation/Tagging/Chunking

• Input 他到达北京机场。

Output     [NP 他/NR] [VP 到达/VV] [NP 北京/NR 机场/NN] [O 。/PU] 

[He] [arrived] [Beijing airport] [.]

• Chunking knowledge can potentially improve 
segmentation/tagging. 

• Chunk cluster features to avoid sparsity. 

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 

Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation/Tagging/Chunking

• Character-based chunking 
• Action: initial state

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 

Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.

他 到 达 北 京 机 场 。

[NP 他/NR] [VP 到达/VV] [NP 北京/NR 机场/NN] [O 。/PU] 

[He] [arrived] [Beijing airport] [.]

chunk buffer word buffer character buffer



Joint Segmentation/Tagging/Chunking

• Character-based chunking 
• Action: SEP(NR)

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 

Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.

chunk buffer word buffer

[他/NR 到 达 北 京 机 场 。

[NP 他/NR] [VP 到达/VV] [NP 北京/NR 机场/NN] [O 。/PU] 

[He] [arrived] [Beijing airport] [.]

character buffer



Joint Segmentation/Tagging/Chunking

• Character-based chunking 
• Action: FIN W

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 

Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.

[他/NR] 到 达 北 京 机 场 。

[NP 他/NR] [VP 到达/VV] [NP 北京/NR 机场/NN] [O 。/PU] 

[He] [arrived] [Beijing airport] [.]

chunk buffer word buffer character buffer



Joint Segmentation/Tagging/Chunking

• Character-based chunking 
• Action: SEP(NP)

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 

Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.

到 达 北 京 机 场 。[NP 他/NR]

[NP 他/NR] [VP 到达/VV] [NP 北京/NR 机场/NN] [O 。/PU] 

[He] [arrived] [Beijing airport] [.]

chunk buffer word buffer character buffer



Joint Segmentation/Tagging/Chunking

• Character-based chunking 
• Action: SEP(VV)

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 

Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.

[到/VV 达 北 京 机 场 。[NP 他/NR]

[NP 他/NR] [VP 到达/VV] [NP 北京/NR 机场/NN] [O 。/PU] 

[He] [arrived] [Beijing airport] [.]

word bufferchunk buffer character buffer



Joint Segmentation/Tagging/Chunking

• Character-based chunking 
• Action: APP W

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 

Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.

[到达/VV 北 京 机 场 。[NP 他/NR]

[NP 他/NR] [VP 到达/VV] [NP 北京/NR 机场/NN] [O 。/PU] 

[He] [arrived] [Beijing airport] [.]

chunk buffer word buffer character buffer



Joint Segmentation/Tagging/Chunking

• Character-based chunking 
• Action: FIN W

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 

Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.

[到达/VV] 北 京 机 场 。[NP 他/NR]

[NP 他/NR] [VP 到达/VV] [NP 北京/NR 机场/NN] [O 。/PU] 

[He] [arrived] [Beijing airport] [.]

word bufferchunk buffer character buffer



Joint Segmentation/Tagging/Chunking

• Character-based chunking 
• Action: SEP(VP)

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 

Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.
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[He] [arrived] [Beijing airport] [.]

chunk buffer word buffer character buffer



Joint Segmentation/Tagging/Chunking

• Character-based chunking 
• Action: SEP(NR)

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 

Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.
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Joint Segmentation/Tagging/Chunking

• Character-based chunking 
• Action: APP W

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 

Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.
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Joint Segmentation/Tagging/Chunking

• Character-based chunking 
• Action: FIN W

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 

Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.
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Joint Segmentation/Tagging/Chunking

• Character-based chunking 
• Action: SEP(NP)

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 

Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.
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Joint Segmentation/Tagging/Chunking

• Character-based chunking 
• Action: SEP(NN)

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 

Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.
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Joint Segmentation/Tagging/Chunking

• Character-based chunking 
• Action: APP W

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 

Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.
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Joint Segmentation/Tagging/Chunking

• Character-based chunking 
• Action: FIN W

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 

Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.
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Joint Segmentation/Tagging/Chunking

• Character-based chunking 
• Action: APP C

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 

Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.
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Joint Segmentation/Tagging/Chunking

• Character-based chunking 
• Action: SEP(PU)

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 

Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.
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Joint Segmentation/Tagging/Chunking

• Character-based chunking 
• Action: FIN W

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 

Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.
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Joint Segmentation/Tagging/Chunking

• Character-based chunking 
• Action: SEP(O)

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 

Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.
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word bufferchunk buffer



Joint Segmentation/Tagging/Chunking

• Character-based chunking feature template 

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 

Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation/Tagging/Chunking

• Results on CTB 

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 

Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging and 
Normalization

• Text normalization is introduced as a pre-processing step for 
microblog processing, which transforms informal words into 
their standard forms. For example, “tmrw” has been frequently 
used in tweets for is for “tomorrow”. 

• Task

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-

tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.

工作鸭梨大啊！ 工作/NN  压力/NN  大/VA  啊/SP  !/PU

pear work stress big



Joint Segmentation, Tagging and 
Normalization

• Normalization dictionary

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-

tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.



Joint Segmentation, Tagging and 
Normalization

• Transition actions for joint segmentation, tagging and 
normalization

• Actions: initial state

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-

tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.

word buffer character buffer

工作鸭梨大啊！

工作/NN  压力/NN  大/VA  啊/SP  !/PU
Work stress big ah !



Joint Segmentation, Tagging and 
Normalization

• Transition actions for joint segmentation, tagging and 
normalization

• Actions: SEP(工, NN)

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-

tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.

作鸭梨大啊！工/NN

工作/NN  压力/NN  大/VA  啊/SP  !/PU
Work stress big ah !

word buffer character buffer



Joint Segmentation, Tagging and 
Normalization

• Transition actions for joint segmentation, tagging and 
normalization

• Actions: APP(作)

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-

tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.

鸭梨大啊！工作/NN

工作/NN  压力/NN  大/VA  啊/SP  !/PU
Work stress big ah !

character bufferword buffer



Joint Segmentation, Tagging and 
Normalization

• Transition actions for joint segmentation, tagging and 
normalization

• Actions: SEP(鸭, NN)

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-

tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.

梨大啊！工作/NN 鸭/NN

工作/NN  压力/NN  大/VA  啊/SP  !/PU
Work stress big ah !

word buffer character buffer



Joint Segmentation, Tagging and 
Normalization

• Transition actions for joint segmentation, tagging and 
normalization

• Actions: APP(梨)

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-

tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.

大啊！工作/NN 鸭梨/NN

工作/NN  压力/NN  大/VA  啊/SP  !/PU
Work stress big ah !

character bufferword buffer



Joint Segmentation, Tagging and 
Normalization

• Transition actions for joint segmentation, tagging and 
normalization

• Actions: SEPS(大, VA, 压力)

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-

tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.

啊 ！工作/NN 压力/NN 大/VA

鸭梨/NN

工作/NN  压力/NN  大/VA  啊/SP  !/PU
Work stress big ah !

word buffer character buffer



Joint Segmentation, Tagging and 
Normalization

• Transition actions for joint segmentation, tagging and 
normalization

• Actions: SEP(啊, SP)

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-

tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.

！工作/NN 压力/NN 大/VA 啊/SP

工作/NN  压力/NN  大/VA  啊/SP  !/PU
Work stress big ah !

character bufferword buffer



Joint Segmentation, Tagging and 
Normalization

• Transition actions for joint segmentation, tagging and 
normalization

• Actions: SEP(！, PU)

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-

tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.

工作/NN 压力/NN 大/VA 啊/SP ！/PU

工作/NN  压力/NN  大/VA  啊/SP  !/PU
Work stress big ah !

word buffer character buffer



Joint Segmentation, Tagging and 
Normalization

• Features
• The segmentation feature templates of Zhang and Clark (2011)

• Extracting language model features by using word-based language 
model learned from a large quantity of standard texts

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-

tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.



Joint Segmentation, Tagging and 
Normalization

• Results on CTB

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-

tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.



Joint Segmentation, POS-tagging and 
Constituent Parsing

• Traditional: word-based Chinese parsing

CTB-style word-based syntax tree for “中国 (China) 建筑业 (architecture industry) 呈现 (show) 
新 (new) 格局 (pattern)”.

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 

of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and 
Constituent Parsing

• This: character-based Chinese parsing

Character-level syntax tree with hierarchal word structures for “中 (middle) 国 (nation) 建 (construction) 
筑 (building) 业 (industry) 呈 (present) 现 (show) 新 (new) 格 (style) 局 (situation)”.

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 

of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and 
Constituent Parsing

• Why character-based?
• Chinese words have syntactic structures.

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 

of ACL 2013. Sophia, Bulgaria. August.
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Joint Segmentation, POS-tagging and 
Constituent Parsing

• Why character-based?
• Chinese words have syntactic structures.

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 

of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and 
Constituent Parsing

• Why character-based?
• Deep character information of word structures.

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 
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Joint Segmentation, POS-tagging and 
Constituent Parsing

• The character-based parsing model
• A transition-based parser

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 

of ACL 2013. Sophia, Bulgaria. August.



Constituent Parsing

• Example
• SHIFT

Transition-based Constituent Parsing

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam 

Search. In Computational Linguistics, 37(1), March.
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Joint Segmentation, POS-tagging and 
Constituent Parsing

• The transition system

SHIFT-SEPARATE(t), SHIFT-APPEND, REDUCE-SUBWORD(d),  

REDUCE-WORD, REDUCE-BINARY(d;l),  REDUCE-UNARY(l), TERMINATE

 State:

Actions:

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 

of ACL 2013. Sophia, Bulgaria. August.
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• Actions
• TERMINATE
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Joint Segmentation, POS-tagging and 
Constituent Parsing

• Results on CTB
Task P R F

Pipeline Seg 97.35 98.02 97.69

Tag 93.51 94.15 93.83

Parse 81.58 82.95 82.26

Flat word Seg 97.32 98.13 97.73

structures Tag 94.09 94.88 94.48

Parse 83.39 83.84 83.61

Annotated Seg 97.49 98.18 97.84

word
structures

Tag 94.46 95.14 94.80

Parse 84.42 84.43 84.43

WS 94.02 94.69 94.35

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 

of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and 
Constituent Parsing

• Results on CTB
Task Seg Tag Parse

Kruengkrai+ ’09 97.87 93.67 –

Sun ’11 98.17 94.02 –

Wang+ ’11 98.11 94.18 –

Li ’11 97.3 93.5 79.7

Li+ ’12 97.50 93.31 –

Hatori+ ’12 98.26 94.64 –

Qian+ ’12 97.96 93.81 82.85

Ours pipeline 97.69 93.83 82.26

Ours joint flat 97.73 94.48 83.61

Ours joint annotated 97.84 94.80 84.43

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 

of ACL 2013. Sophia, Bulgaria. August.



Joint POS tagging and Dependency 
Parsing

• Actions
• INITIALIZATION

Bohnet, Bernd, and Joakim Nivre. "A transition-based system for joint part-of-speech tagging and labeled non-

projective dependency parsing." Proceedings of the 2012 Joint Conference on EMNLP and CoNLL. ACL, 2012.
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• Actions
• TAGPRP
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Parsing

• Actions
• TAGVBD
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Joint POS tagging and Dependency 
Parsing

• Actions
• LEFT
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Joint POS tagging and Dependency 
Parsing

• Actions
• TAGNN

Bohnet, Bernd, and Joakim Nivre. "A transition-based system for joint part-of-speech tagging and labeled non-

projective dependency parsing." Proceedings of the 2012 Joint Conference on EMNLP and CoNLL. ACL, 2012.

He1/PRP won2/VBD the3/DT game4/NN

nusbj

Stack [S] Buffer [B]



Joint POS tagging and Dependency 
Parsing

• Actions
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Joint POS tagging and Dependency 
Parsing

• Actions
• LABELdet

Bohnet, Bernd, and Joakim Nivre. "A transition-based system for joint part-of-speech tagging and labeled non-

projective dependency parsing." Proceedings of the 2012 Joint Conference on EMNLP and CoNLL. ACL, 2012.
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Joint POS tagging and Dependency 
Parsing

• Actions
• RIGHT
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Joint POS tagging and Dependency 
Parsing

• Actions
• LABELdobj

Bohnet, Bernd, and Joakim Nivre. "A transition-based system for joint part-of-speech tagging and labeled non-

projective dependency parsing." Proceedings of the 2012 Joint Conference on EMNLP and CoNLL. ACL, 2012.
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Joint Segmentation, POS-tagging and 
Dependency Parsing

• Traditional word-based dependency parsing
• Inter-word dependencies

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In 

Proceedings of ACL 2014. Baltimore, USA, June.

Jun Hatori, Takuya Matsuzaki, Yusuke Miyao, Jun’ichi Tsujii. Incremental Joint Approach to Chinese Word 

Segmentation, POS Tagging, and Dependency Parsing. In the Proceedings of ACL. Jeju, Korea. 2012.



Joint Segmentation, POS-tagging and 
Dependency Parsing

• Character-level dependency parsing
• Inter- and intra-word dependencies

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In 

Proceedings of ACL 2014. Baltimore, USA, June.

Jun Hatori, Takuya Matsuzaki, Yusuke Miyao, Jun’ichi Tsujii. Incremental Joint Approach to Chinese Word 

Segmentation, POS Tagging, and Dependency Parsing. In the Proceedings of ACL. Jeju, Korea. 2012.



Joint Segmentation, POS-tagging and 
Dependency Parsing

• Extensions from word-level transition-based  dependency 
parsing models

• Arc-standard (Nirve 2008; Huang et al., 2009 )

• Arc-eager (Nirve 2008; Zhang and Clark, 2008)

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In 

Proceedings of ACL 2014. Baltimore, USA, June.

Jun Hatori, Takuya Matsuzaki, Yusuke Miyao, Jun’ichi Tsujii. Incremental Joint Approach to Chinese Word 

Segmentation, POS Tagging, and Dependency Parsing. In the Proceedings of ACL. Jeju, Korea. 2012.
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• Arc-standard
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Joint Segmentation, POS-tagging and 
Dependency Parsing

• New features

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In 

Proceedings of ACL 2014. Baltimore, USA, June.

Jun Hatori, Takuya Matsuzaki, Yusuke Miyao, Jun’ichi Tsujii. Incremental Joint Approach to Chinese Word 
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Dependency Parsing

• Results on CTB

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In 

Proceedings of ACL 2014. Baltimore, USA, June.
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Joint Morphology and Linearization  

• Task

Ratish Puduppully, Yue Zhang, Manish Shrivastava. Transition-Based Deep Input Linearization. In Proceedings of 

the 15th Conference of the European Chapter of the Association for Computational Linguistics (EACL). Valencia, 

Spain, April.

Output: meanwhile, prices are thought to have increased. 

Input



Joint Morphology and Linearization  

• Model

Ratish Puduppully, Yue Zhang, Manish Shrivastava. Transition-Based Deep Input Linearization. In Proceedings of 

the 15th Conference of the European Chapter of the Association for Computational Linguistics (EACL). Valencia, 

Spain, April.

(a) NLG pipeline with deep input graph

(b) Pipeline based on the meaning text theory

(c) This paper 



Joint Morphology and Linearization  

• Transition Actions
• SHIFT-Word-POS [SH]

• Shifts Word from ρ, as- signs POS to it and pushes it to top of stack as S0; 
• LEFTARC-LABEL [LA]

• Constructs dependency arc S1 S0 and pops out second element from 
top of stack S1

• RIGHTARD-LABEL [RA]

• Constructs dependency arc S1 S0 and pops out top of stack S0

• INSERT [IN]

• Inserts comma at the present position
• SPLITARC-Word [SP]

• splits an arc in the input graph C, inserting a function word between the words 
connected by the arc. 

Ratish Puduppully, Yue Zhang, Manish Shrivastava. Transition-Based Deep Input Linearization. In Proceedings of 

the 15th Conference of the European Chapter of the Association for Computational Linguistics (EACL). Valencia, 

Spain, April.

LABEL

LABEL



Joint Morphology and Linearization  

• Transition Example

Ratish Puduppully, Yue Zhang, Manish Shrivastava. Transition-Based Deep Input Linearization. In Proceedings of 

the 15th Conference of the European Chapter of the Association for Computational Linguistics (EACL). Valencia, 

Spain, April.

think[1] price[2] .[3] increase[4] be[5] have[6] meanwhile[7]

Input
Lemmas:



Joint Morphology and Linearization  

• Transition Action

Ratish Puduppully, Yue Zhang, Manish Shrivastava. Transition-Based Deep Input Linearization. In Proceedings of 

the 15th Conference of the European Chapter of the Association for Computational Linguistics (EACL). Valencia, 

Spain, April.

think[1] price[2] .[3] increase[4] be[5] have[6] meanwhile[7]

1 2 3 4 5 6 7

σ ρ



Joint Morphology and Linearization  

• Transition Action
• SH-meanwhile

Ratish Puduppully, Yue Zhang, Manish Shrivastava. Transition-Based Deep Input Linearization. In Proceedings of 

the 15th Conference of the European Chapter of the Association for Computational Linguistics (EACL). Valencia, 

Spain, April.

think[1] price[2] .[3] increase[4] be[5] have[6] meanwhile[7]

Meanwhile

7 1 2 3 4 5 6

σ ρ



Joint Morphology and Linearization  

• Transition Action
• INSERT

Ratish Puduppully, Yue Zhang, Manish Shrivastava. Transition-Based Deep Input Linearization. In Proceedings of 

the 15th Conference of the European Chapter of the Association for Computational Linguistics (EACL). Valencia, 

Spain, April.

think[1] price[2] .[3] increase[4] be[5] have[6] meanwhile[7]

Meanwhile ,

7 1 2 3 4 5 6

σ ρ



Joint Morphology and Linearization  

• Transition Action
• SH-prices

Ratish Puduppully, Yue Zhang, Manish Shrivastava. Transition-Based Deep Input Linearization. In Proceedings of 

the 15th Conference of the European Chapter of the Association for Computational Linguistics (EACL). Valencia, 

Spain, April.

think[1] price[2] .[3] increase[4] be[5] have[6] meanwhile[7]

Meanwhile , prices
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Joint Morphology and Linearization  

• Transition Action
• SH-are

Ratish Puduppully, Yue Zhang, Manish Shrivastava. Transition-Based Deep Input Linearization. In Proceedings of 

the 15th Conference of the European Chapter of the Association for Computational Linguistics (EACL). Valencia, 

Spain, April.

think[1] price[2] .[3] increase[4] be[5] have[6] meanwhile[7]

Meanwhile , prices are

7 2 5 1 3 4 6

σ ρ



Joint Morphology and Linearization  

• Transition Action
• SH-thought

Ratish Puduppully, Yue Zhang, Manish Shrivastava. Transition-Based Deep Input Linearization. In Proceedings of 

the 15th Conference of the European Chapter of the Association for Computational Linguistics (EACL). Valencia, 

Spain, April.
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Joint Morphology and Linearization  

• Transition Action
• SH-to

Ratish Puduppully, Yue Zhang, Manish Shrivastava. Transition-Based Deep Input Linearization. In Proceedings of 

the 15th Conference of the European Chapter of the Association for Computational Linguistics (EACL). Valencia, 

Spain, April.

think[1] price[2] .[3] increase[4] be[5] have[6] meanwhile[7]

Meanwhile , prices are thought to

7 2 5 1 3 4 6

σ ρ



Joint Morphology and Linearization  

• Transition Action
• SH-have

Ratish Puduppully, Yue Zhang, Manish Shrivastava. Transition-Based Deep Input Linearization. In Proceedings of 

the 15th Conference of the European Chapter of the Association for Computational Linguistics (EACL). Valencia, 

Spain, April.

think[1] price[2] .[3] increase[4] be[5] have[6] meanwhile[7]

Meanwhile , prices are thought to have

7 2 5 1 6 3 4

σ ρ



Joint Morphology and Linearization  

• Transition Action
• SH-increased

Ratish Puduppully, Yue Zhang, Manish Shrivastava. Transition-Based Deep Input Linearization. In Proceedings of 

the 15th Conference of the European Chapter of the Association for Computational Linguistics (EACL). Valencia, 

Spain, April.

think[1] price[2] .[3] increase[4] be[5] have[6] meanwhile[7]

Meanwhile , prices are thought to have increased

7 2 5 1 6 4 3

σ ρ



Joint Morphology and Linearization  

• Transition Action
• RA (6  4) [VC]

Ratish Puduppully, Yue Zhang, Manish Shrivastava. Transition-Based Deep Input Linearization. In Proceedings of 

the 15th Conference of the European Chapter of the Association for Computational Linguistics (EACL). Valencia, 

Spain, April.

think[1] price[2] .[3] increase[4] be[5] have[6] meanwhile[7]

Meanwhile , prices are thought to have increased

7 2 5 1 6 4 3

σ ρ

VC



Joint Morphology and Linearization  

• Transition Action
• RA (1  6) [C-A1]

Ratish Puduppully, Yue Zhang, Manish Shrivastava. Transition-Based Deep Input Linearization. In Proceedings of 

the 15th Conference of the European Chapter of the Association for Computational Linguistics (EACL). Valencia, 

Spain, April.

think[1] price[2] .[3] increase[4] be[5] have[6] meanwhile[7]

Meanwhile , prices are thought to have increased

7 2 5 1 6 3

σ ρ

VCC-A1



Joint Morphology and Linearization  

• Transition Action
• RA (5  1) [VC]

Ratish Puduppully, Yue Zhang, Manish Shrivastava. Transition-Based Deep Input Linearization. In Proceedings of 

the 15th Conference of the European Chapter of the Association for Computational Linguistics (EACL). Valencia, 

Spain, April.

think[1] price[2] .[3] increase[4] be[5] have[6] meanwhile[7]

Meanwhile , prices are thought to have increased

7 2 5 1 3

σ ρ

VCC-A1VC



Joint Morphology and Linearization  

• Transition Action
• SH-.

Ratish Puduppully, Yue Zhang, Manish Shrivastava. Transition-Based Deep Input Linearization. In Proceedings of 

the 15th Conference of the European Chapter of the Association for Computational Linguistics (EACL). Valencia, 

Spain, April.

think[1] price[2] .[3] increase[4] be[5] have[6] meanwhile[7]

Meanwhile , prices are thought to have increased .

7 2 5 3

σ ρ

VCC-A1VC



Joint Morphology and Linearization  

• Transition Action
• RA (5  3) [P]

Ratish Puduppully, Yue Zhang, Manish Shrivastava. Transition-Based Deep Input Linearization. In Proceedings of 

the 15th Conference of the European Chapter of the Association for Computational Linguistics (EACL). Valencia, 

Spain, April.

think[1] price[2] .[3] increase[4] be[5] have[6] meanwhile[7]

Meanwhile , prices are thought to have increased .

7 2 5 3

σ ρ

VCC-A1VC

P



Joint Morphology and Linearization  

• Transition Action
• LA (2  5) [SBJ]

Ratish Puduppully, Yue Zhang, Manish Shrivastava. Transition-Based Deep Input Linearization. In Proceedings of 

the 15th Conference of the European Chapter of the Association for Computational Linguistics (EACL). Valencia, 

Spain, April.

think[1] price[2] .[3] increase[4] be[5] have[6] meanwhile[7]

Meanwhile , prices are thought to have increased .

7 2 5

σ ρ

VCC-A1VC

P

SBJ



Joint Morphology and Linearization  

• Transition Action
• LA (7  5) [AM-TMP]

Ratish Puduppully, Yue Zhang, Manish Shrivastava. Transition-Based Deep Input Linearization. In Proceedings of 

the 15th Conference of the European Chapter of the Association for Computational Linguistics (EACL). Valencia, 

Spain, April.

think[1] price[2] .[3] increase[4] be[5] have[6] meanwhile[7]

Meanwhile , prices are thought to have increased .

5

σ ρ

VCC-A1VC

P

SBJ

AM-TMP



Joint Morphology and Linearization  

• Results on dataset of the Surface Realisation Shared Task 

Ratish Puduppully, Yue Zhang, Manish Shrivastava. Transition-Based Deep Input Linearization. In Proceedings of 

the 15th Conference of the European Chapter of the Association for Computational Linguistics (EACL). Valencia, 

Spain, April.



Joint Entity and Relation Extraction  

• Task: simultaneously extracting drugs, diseases and adverse 
drug events. 

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 

Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.

Gliclazidedrug-induced acute hepatitisdisease



Joint Entity and Relation Extraction 

• Entity actions:
• O, which marks the current word as not belong to either a drug or 

disease mention.
• BC, which marks the current word as the beginning of a drug mention.
• BD, which marks the current word as the beginning of a disease 

mention.
• I, which marks the current word as part of a drug or disease mention 

but not the beginning.

• For example
• Given a sentence: Gliclazide-induced acute hepatitis.

• The action sequence: “BC O O BD I O “ yields the result ”Gliclazidedrug-induced 
acute hepatitisdisease.”

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 

Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.



Joint Entity and Relation Extraction 

• Relation actions
• N, which indicates that a pair of entities does not have an ADE relation

• Y, which indicates that a pair of entities has an ADE relation

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 

Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.



Joint Entity and Relation Extraction 

• The state of the joint model as a tuple <labels, disease, drugs, s 
ADEs>

• labels is a label sequence

• disease is a list of readily-recognized disease entity mentions

• drugs is a list of readily-recognized drug entity mentions

• ADEs is a set of ADEs

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 

Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.



Joint Entity and Relation Extraction 

• State transition examples

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 

Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.

<[],[],[],[]> BD

next actionstate 

Hepatitis caused by methotrexate and etretinate .

BD   O   O    BC    O    BC O

<labels, disease, drugs, relations>



Joint Entity and Relation Extraction 

• State transition examples

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 

Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.

<[BD],[],[],[]> O

next actionstate 

Hepatitis caused by methotrexate and etretinate .

BD   O   O    BC    O    BC O

<labels, disease, drugs, relations>



Joint Entity and Relation Extraction 

• State transition examples

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 

Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.

<[BD,O],[Hepatitis],[],[]> O

next actionstate 

Hepatitis caused by methotrexate and etretinate .

BD   O   O    BC    O    BC O

<labels, disease, drugs, relations>



Joint Entity and Relation Extraction 

• State transition examples

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 

Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.

<[BD,O,O],[Hepatitis],[],[]> BC

next actionstate 

Hepatitis caused by methotrexate and etretinate .

BD   O   O    BC    O    BC O

<labels, disease, drugs, relations>



Joint Entity and Relation Extraction 

• State transition examples

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 

Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.

<[BD,O,O,BC],[Hepatitis],[],[]> O

next actionstate 

Hepatitis caused by methotrexate and etretinate .

BD   O   O    BC    O    BC O

<labels, disease, drugs, relations>



Joint Entity and Relation Extraction 

• State transition examples

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 

Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.

<[BD,O,O,BC,O],[Hepatitis],[methotrexate],[]> Y

next actionstate 

Hepatitis caused by methotrexate and etretinate .

BD   O   O    BC    O    BC O

<labels, disease, drugs, relations>



Joint Entity and Relation Extraction 

• State transition examples

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 

Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.

<[BD,O,O,BC,O,Y],[Hepatitis],[methotrexate],[(Hepatitis,methotrexate)]> BC

next actionstate 

Hepatitis caused by methotrexate and etretinate .

BD   O   O    BC    O    BC O

<labels, disease, drugs, relations>



Joint Entity and Relation Extraction 

• State transition examples

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 

Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.

<[BD,O,O,BC,O,Y,BC],[Hepatitis],[methotrexate],[(Hepatitis,methotrexate

)]>

O

next actionstate 

Hepatitis caused by methotrexate and etretinate .

BD   O   O    BC    O    BC O

<labels, disease, drugs, relations>



Joint Entity and Relation Extraction 

• State transition examples

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 

Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.

<[BD,O,O,BC,O,Y,BC,O],[Hepatitis],[methotrexate,etretinate],[(Hepatitis,

methotrexate)]>

Y

next actionstate 

Hepatitis caused by methotrexate and etretinate .

BD   O   O    BC    O    BC O

<labels, disease, drugs, relations>



Joint Entity and Relation Extraction 

• State transition examples

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 

Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.

<[BD,O,O,BC,O,Y,BC,O,Y],[Hepatitis],[methotrexate,etretinate],[(Hepatiti

s,methotrexate),(Hepatitis,etretinate)]>

<EOS>

next actionstate 

Hepatitis caused by methotrexate and etretinate .

BD   O   O    BC    O    BC O

<labels, disease, drugs, relations>



Joint Entity and Relation Extraction 

• Results on ADE data

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 

Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.



Outline 

• Motivation

• Statistical Models

• Deep Learning Models



Deep Learning Models 

• Neural Transition-based Models

• Neural Graph-based Models (Multi-task Learning)
• Cross Task

• Cross Domain

• Cross Lingual

• Cross Standard



Deep Learning Models 

• Neural Transition-based Models

• Neural Graph-based Models (Multi-task Learning)
• Cross Task

• Cross Domain

• Cross Lingual

• Cross Standard



Joint Entity and Relation Extraction  

• Model

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 

Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.



Joint Entity and Relation Extraction  

• Results

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 

Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.



Joint Parsing and SRL

• Transition Action

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with 
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).

all, are, expected, to, reopen, soon, root

Stack [S] Buffer [M] Queue [B]

all are expected to reopen soon root



Joint Parsing and SRL

• Transition Action
• S-SHIFT

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with 
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).

are, expected, to, reopen, soon, rootall

Stack [S] Buffer [M] Queue [B]

all are expected to reopen soon root



Joint Parsing and SRL

• Transition Action
• M-SHIFT

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with 
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).

all are, expected, to, reopen, soon, rootall

Stack [S] Buffer [M] Queue [B]

all are expected to reopen soon root



Joint Parsing and SRL

• Transition Action
• S-LEFT (sbj)

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with 
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).

all are, expected, to, reopen, soon, root

Stack [S] Buffer [M] Queue [B]

all are expected to reopen soon root

sbj



Joint Parsing and SRL

• Transition Action
• S-SHIFT

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with 
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).

all are, expected, to, reopen, soon, rootare

Stack [S] Buffer [M] Queue [B]

all are expected to reopen soon root
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Joint Parsing and SRL

• Transition Action
• M-SHIFT

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with 
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).

all, are expected, to, reopen, soon, rootare

Stack [S] Buffer [M] Queue [B]

all are expected to reopen soon root

sbj



Joint Parsing and SRL

• Transition Action
• S-RIGHT (vc)

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with 
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).

all, are expected, to, reopen, soon, rootare, expected

Stack [S] Buffer [M] Queue [B]

all are expected to reopen soon root

sbj vc



Joint Parsing and SRL

• Transition Action
• M-PRED (expect.01)

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with 
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).

all, are expected, to, reopen, soon, rootare, expected

Stack [S] Buffer [M] Queue [B]

all are expected to reopen soon root

sbj vc



Joint Parsing and SRL

• Transition Action
• M-REDUCE

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with 
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).

all expected, to, reopen, soon, rootare, expected

Stack [S] Buffer [M] Queue [B]

all are expected to reopen soon root

sbj vc



Joint Parsing and SRL

• Transition Action
• M-LEFT(A1)

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with 
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).

all expected, to, reopen, soon, rootare, expected

Stack [S] Buffer [M] Queue [B]

all are expected to reopen soon root

sbj vc

A1



Joint Parsing and SRL

• Transition Action
• M-SHIFT

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with 
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).

all, expected to, reopen, soon, rootare, expected

Stack [S] Buffer [M] Queue [B]

all are expected to reopen soon root

sbj vc

A1



Joint Parsing and SRL

• Transition Action
• S-RIGHT (oprd)

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with 
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).

all, expected to, reopen, soon, rootare, expected, to

Stack [S] Buffer [M] Queue [B]

all are expected to reopen soon root

sbj vc

A1

oprd



Joint Parsing and SRL

• Transition Action
• M-RIGHT (C-A1)

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with 
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).

all, expected to, reopen, soon, rootare, expected, to

Stack [S] Buffer [M] Queue [B]

all are expected to reopen soon root

sbj vc

A1
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C-A1



Joint Parsing and SRL

• Transition Action
• M-REDUCE

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with 
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).

all to, reopen, soon, rootare, expected, to

Stack [S] Buffer [M] Queue [B]

all are expected to reopen soon root

sbj vc

A1

oprd

C-A1



Joint Parsing and SRL

• Transition Action
• M-SHIFT

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with 
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).

all, to reopen, soon, rootare, expected, to

Stack [S] Buffer [M] Queue [B]

all are expected to reopen soon root

sbj vc

A1

oprd

C-A1



Joint Parsing and SRL

• Transition Action
• S-RIGHT (im)

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with 
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).

all, to reopen, soon, rootare, expected, to, reopen

Stack [S] Buffer [M] Queue [B]

all are expected to reopen soon root

sbj vc

A1

oprd

C-A1

im



Joint Parsing and SRL

• Transition Action
• M-PRED (reopen.01)

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with 
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).

all, to reopen, soon, rootare, expected, to, reopen

Stack [S] Buffer [M] Queue [B]

all are expected to reopen soon root

sbj vc

A1

oprd

C-A1

im



Joint Parsing and SRL

• Transition Action
• M-REDUCE

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with 
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).

all reopen, soon, rootare, expected, to, reopen

Stack [S] Buffer [M] Queue [B]

all are expected to reopen soon root

sbj vc

A1

oprd

C-A1

im



Joint Parsing and SRL

• Transition Action
• M-LEFT (A1)

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with 
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).

all reopen, soon, rootare, expected, to, reopen

Stack [S] Buffer [M] Queue [B]

all are expected to reopen soon root

sbj vc
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oprd

C-A1
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A1



Joint Parsing and SRL

• Transition Action
• M-REDUCE

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with 
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).

reopen, soon, rootare, expected, to, reopen

Stack [S] Buffer [M] Queue [B]

all are expected to reopen soon root

sbj vc
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oprd

C-A1
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Joint Parsing and SRL

• Transition Action
• M-SHIFT

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with 
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).

reopen soon, rootare, expected, to, reopen

Stack [S] Buffer [M] Queue [B]

all are expected to reopen soon root

sbj vc

A1

oprd

C-A1

im

A1



Joint Parsing and SRL

• Transition Action
• S-RIGHT (tmp)

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with 
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).

reopen soon, rootare, expected, to, reopen, soon

Stack [S] Buffer [M] Queue [B]

all are expected to reopen soon root

sbj vc

A1

oprd

C-A1

im

A1

tmp



Joint Parsing and SRL

• Transition Action
• M-RIGHT (AM-TMP)

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with 
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).

reopen soon, rootare, expected, to, reopen, soon

Stack [S] Buffer [M] Queue [B]

all are expected to reopen soon root

sbj vc

A1

oprd

C-A1

im

A1

tmp

AM-TMP



Joint Parsing and SRL

• Transition Action
• M-REDUCE

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with 
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).

soon, rootare, expected, to, reopen, soon

Stack [S] Buffer [M] Queue [B]

all are expected to reopen soon root

sbj vc
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oprd

C-A1

im

A1

tmp

AM-TMP



Joint Parsing and SRL

• Transition Action
• M-SHIFT

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with 
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).

soon rootare, expected, to, reopen

Stack [S] Buffer [M] Queue [B]

all are expected to reopen soon root

sbj vc

A1

oprd

C-A1

im

A1

tmp

AM-TMP



Joint Parsing and SRL

• Transition Action
• S-REDUCE
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Stack LSTMs In proceedings of CoNLL (CoNLL 2016).
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Joint Parsing and SRL

• Transition Action
• S-REDUCE
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Joint Parsing and SRL

• Transition Action
• S-REDUCE
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Joint Parsing and SRL

• Transition Action
• S-REDUCE

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with 
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).
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Joint Parsing and SRL

• Transition Action
• S-LEFT (root)

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with 
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).

soon root

Stack [S] Buffer [M] Queue [B]

all are expected to reopen soon root

sbj vc
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tmp
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Joint Parsing and SRL

• Transition Action
• S-SHIFT

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with 
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).

soon rootroot
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Joint Parsing and SRL

• Transition Action
• M-REDUCE
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• Transition Action
• M-SHIFT
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• Model
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• Joint VS Pipeline
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• Transition Actions
• Initialization

Shaolei Wang, Yue Zhang, Wanxiang Che, Ting Liu. 2018. Joint Extraction of Entities and Relations Based on a Novel Graph 
Scheme. In Proceedings of 27th IJCAI-ECAI
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• Transition Actions
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• Transition Actions
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• Transition Actions
• O-DELETE
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Joint Extraction of Entities and Relations

• Model

Shaolei Wang, Yue Zhang, Wanxiang Che, Ting Liu. 2018. Joint Extraction of Entities and Relations Based on a Novel Graph 
Scheme. In Proceedings of 27th IJCAI-ECAI
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Joint Tagging, Chunking and NER

• Seminal work in NLP

Collobert, Ronan, et al. "Natural language processing (almost) from scratch." Journal of Machine Learning 

Research 12.Aug (2011): 2493-2537.



Joint Tagging, Chunking and NER

• Multitasking between Tagging, Chunking and NER
• Share lookup table

• Share first linear layers

Collobert, Ronan, et al. "Natural language processing (almost) from scratch." Journal of Machine Learning 

Research 12.Aug (2011): 2493-2537.



Joint Tagging, Chunking and NER

• Results 

Collobert, Ronan, et al. "Natural language processing (almost) from scratch." Journal of Machine Learning 

Research 12.Aug (2011): 2493-2537.



NER and Language Modelling 

• Model 

Rei, Marek. “Semi-supervised Multitask Learning for Sequence Labeling.”, In proceedings of ACL (2017).



NER and Language Modelling 

• Results 

Rei, Marek. “Semi-supervised Multitask Learning for Sequence Labeling.”, In proceedings of ACL (2017).



Joint POS tagging/Chunking and CCG
Super Tagging

• Model 

Søgaard, Anders, and Yoav Goldberg. "Deep multi-task learning with low level tasks supervised at lower 
layers." Proceedings of the 54th Annual Meeting of the Association for Computational Linguistics (Volume 2: 
Short Papers). Vol. 2. 2016.
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Joint POS tagging/Chunking and CCG
Super Tagging

• Results

• Additional tasks such as NER do not benefit from multi-task learning 

Søgaard, Anders, and Yoav Goldberg. "Deep multi-task learning with low level tasks supervised at lower 
layers." Proceedings of the 54th Annual Meeting of the Association for Computational Linguistics (Volume 2: 
Short Papers). Vol. 2. 2016.



Joint Parsing and SRL

• Share only the embedding layer 

Peng Shi, Zhiyang Teng and Yue Zhang. Exploiting Mutual Benefits between Syntax and Semantic Roles using Neural Network. 
In Proceeddings of EMNLP 2016.
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Joint Parsing and SRL

• Results on CONLL

• Sharing more layers have mixed results

Peng Shi, Zhiyang Teng and Yue Zhang. Exploiting Mutual Benefits between Syntax and Semantic Roles using Neural Network. 
In Proceeddings of EMNLP 2016.
Peng Shi and Yue Zhang, Joint Bi-Affine Parsing and Semantic Role Labeling, IALP 2017, Best Paper



• Task

Miwa, Makoto, and Mohit Bansal. “End-to-end relation extraction using lstms on sequences and tree structures.” In
proceedings of ACL (2016).
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• Table-Filling

Miwa, Makoto, and Mohit Bansal. “End-to-end relation extraction using lstms on sequences and tree structures.” In
proceedings of ACL (2016).
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• Share RNN hidden layers

Miwa, Makoto, and Mohit Bansal. “End-to-end relation extraction using lstms on sequences and tree structures.” In
proceedings of ACL (2016).
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• Results on ACE

Miwa, Makoto, and Mohit Bansal. “End-to-end relation extraction using lstms on sequences and tree structures.” In
proceedings of ACL (2016).

Joint Entity and Relation Extraction 



• Beam Search with Global Learning

• Novel Syntactic Features
• Without any background on syntactic grammars

Zhang, Meishan, et al. "End-to-End Neural Relation Extraction with Global Optimization." EMNLP, 2017.

Joint Entity and Relation Extraction 



6 features 12 features

Zhang, Meishan, et al. "End-to-End Neural Relation Extraction with Global Optimization." EMNLP, 2017.

Joint Entity and Relation Extraction 

• Share RNN Encoding Layers
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Joint Entity and Relation Extraction 

• Results on ACE05



Keystroke and Shallow Syntactic 
Parsing

Barbara Plank. Keystroke dynamics as signal for shallow syntactic parsing. The 26th International Conference on 

Computational Linguistics (COLING). Osaka, Japan.

• Keystroke Logging

Figure 1:K eystroke logging.p are pauses betw een keystrokes.

To exploitthe keystroke log inform ation w e m odelitas auxiliary task in a m ulti-task setup (cf.Sec-
tion 3). This setup has the advantage thatthe syntactic data and keystroke inform ation can com e from
distinctsources,thus w e are notrestricted to the requirem entofjointly labeled data (a corpus w ith both
annotations). O urexploratory evaluation show s thatlittle keystroke data suffices to im prove a syntactic
chunkeron out-of-dom ain data,and thatkeystrokesalso aid C C G tagging.

C ontributions W e are the firstto use keystroke logs as signalto im prove N LP m odels. In particular,
the contributions of this paper are the follow ing: i) w e present a novelbi-LSTM m odelthatexploits
keystroke logs as auxiliary task for syntactic sequence prediction tasks; ii) w e show that our m odel
w orksw ellfortw o tasks,syntactic chunking and C C G supertagging,and iii)w e m ake the code available
at:https://github.com/bplank/coling2016ks.

2 K eystroke dynam ics

W e see keystroke dynam ics asproviding a com plem entary view on the data beyond the linguistic signal,
w hich can be harvested easily and is particularly attractive to build robustm odels for out-of-dom ain
setups. K eystroke logging data can be seen as an instance of fortuitous data (Plank,2016); itis side
benefitof behavior thatw e w antto exploithere. H ow ever,keystroke log is raw data,thus firstneeds
to be refined before itcan be used. O uridea is to treatthe duration ofpauses before w ords as a sim ple
sequence labeling problem .

W e firstdescribe the process ofobtaining auto-labeled data from raw keystroke logs,and then provide
background and m otivation for this choice. Section 3 then describes our m odel, i.e., by solving the
keystroke sequence labeling problem jointly w ith shallow syntactic parsing tasks (chunking and C C G
supertagging)w e w antto aid shallow parsing.

2.1 From keystroke logs to auxiliary labels

W hile keystroke dynam icsconsidersa num beroftim ing m etrics,such asholding tim e and tim e pressand
tim e release betw een every keystroke (p in Figure 1),in thisstudy w e are only concerned w ith the pause
preceding a w ord (i.e.,the third p in Figure 1).1 W e here use a sim ple tokenization schem e.W hitespace
delim its tokens,punctuation delim its sentence boundaries.

A n exam ple of pre-w ord pauses (in the rem ainder sim ply called pauses) calculated from our actual
keylog data is show n in Table 1.Ifw e take an arbitrary threshold of500m s,the chunks indicated by the
bracketsare derived.This affirm sthatpre-w ord pauses carry constituency-like inform ation.

H ow ever,typing behavior of users differs, as illustrated in Figure 2. H ence, rather than finding a
global m etric w e rely on per-user calculated aggregate statistics and discretize them to obtain auto-
derived labels,asexplained next.

W e calculate p,the pause duration before a token,and bin itinto the follow ing categories,using B IO
encoding,w here m edian is the per-user m edian and m ad the m edian absolute deviation. In this w ay,
w e autom atically gatherlabels from keystrokesrepresenting pause durations.

In particular,w e use the follow ing discretization,i.e.,a labelfora token iscalculated by:

1Figure inspired by the figure in (G oodkind and R osenberg,2015).

Token: [Coefficient of determ ination ] [is a ] [m easure used in ] [statisitcal m odel] [analysis]

Pause (m s): 0 96 496 30769 96 2144 96 80 2975 240 680

Table 1: Exam ple keystroke log for user 33 (including typo). If w e segm entthe data using an arbi-
trary 500m s pre-w ord pause the chunks indicated by the brackets are obtained. To norm alize overid-
iosyncrasies ofusers w e use per-useraverage statistics to obtain segm ents w ith auto-derived labels,see
Section 2.1.

Figure 2: D istribution of pauses fortw o users (plotted in log space). R ed solid line: per-user m edian
pause.D otted line:arbitrary 500m sthreshold.A scan be seen from the plots,the users’typing dynam ics
differs.

label= <m ifp < m edian;
<m+.5 ifp < m edian + 0.5⇤m ad;
<m+1 ifp < m edian + m ad;
>m1 else;
O forpunctuation sym bols.

The labelis furtherenriched w ith a prefix in B IO encoding style,m otivated by the factthatw e w ant
to m odelspans ofinform ation. Punctuation sym bols are treated as O,because due to their location at
boundary positions the pause inform ation varies highly. W e leave treating punctuation separately as
future w ork. K lerke etal.(2016)use a related encoding schem e to discretize fixation durationsobtained
from eye tracking data,how ever,in contrast to them w e here use m edian-based m easures w hich are
bettersuited forsuch highly skew ed data (Leysetal.,2013).A n actualexam ple ofautom atically labeled
keystroke data isgiven in Table 2.

B-<m B-<m+1 B-<m I-<m B-<m+.5 I-<m+.5 B->m+1

the closer the num ber is to 1

Table 2:Exam ple auto-derived keystroke annotation.

2.2 B ackground

Them ajorscientific interestin keystrokedynam icsisthatitprovidesanon-intrusivem ethod forstudying
cognitive processes involved in w riting.K eystroke logging hasdeveloped to a prom ising toolin w riting
research (Sullivan etal.,2006;N ottbusch etal.,2007;W engelin,2006;Van W aes etal.,2009;B aaijen
etal.,2012),w here tim e m easurem ents—pauses,burstsand revisions(described below )—are studied as
tracesofthe recursive nature ofthe w riting process.

In its raw form ,keystroke logs contain inform ation on w hich key w as pressed for how long (key,
tim e press,tim e release). This data is then used to calculate betw een keystroke pause durations,such
aspre-w ord pauses.Ithas been show n thatpauses reflectthe planning ofthe unitoftextitself(B aaijen
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future w ork. K lerke etal.(2016)use a related encoding schem e to discretize fixation durations obtained
from eye tracking data, how ever,in contrast to them w e here use m edian-based m easures w hich are
bettersuited forsuch highly skew ed data (Leysetal.,2013).A n actualexam ple ofautom atically labeled
keystroke data isgiven in Table 2.
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Barbara Plank. Keystroke dynamics as signal for shallow syntactic parsing. The 26th International Conference on 
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• Model

Figure 5:H ierarchicalB i-LSTM w ith 3 stacked layers using w ord ~w and characters~c em beddings.

Figure 3; plots for the other participants looks sim ilar). Even if w e break the data dow n by PO S and
calculate per-PO S w ise correlations w e found no relation betw een pause duration and w ord length.3

H ence w e do notnorm alize w ord pause durations.In addition,Figure 4 plotspauses forvarious part-of-
speech,show ing thatfunction PO S (determ iner,particles) are preceded by shorter pauses than content
PO S (w e obtain sim ilarplots forotherparticipants).

Second,keystroke logs are presum ably idiosyncratic,can w e stilluse it? In fact,userkeystroke bio-
m etricsare successfully used forauthorstylom etry and verification in com putersecurity research (Stew -

artetal.,2011;M onaco etal.,2013;Locklear etal.,2014). H ow ever,also eye tracking data like scan-
paths(the resulting seriesoffixationsand saccadesin eye tracking)are know n to be idiosyncratic (K anan
etal.,2015).N everthelessithasbeen show n thatgaze patternshelp to inform N LP (B arrettand Søgaard,
2015;K lerke etal.,2016).W e believe thisisalso the case forbiom etric keystroke logging data.

3 Tagging w ith bi-L ST M s

W edraw on the recentsuccessofbi-directionalrecurrentneuralnetw ork (bi-R N N s)(G ravesand Schm id-
huber,2005),in particular Long Short-Term M em ory (LSTM ) m odels (H ochreiter and Schm idhuber,
1997). They read the inputsequences tw ice,in both directions. B i-LSTM have recently successfully
been used fora variety oftasks(C ollobertetal.,2011;Ling etal.,2015;W ang etal.,2015;H uang etal.,
2015;D yeretal.,2015;B allesteros etal.,2015;K iperw asserand G oldberg,2016;Liu etal.,2015).For
furtherdetails,see G oldberg (2015)and C ho (2015).

3.1 B idirectionalL ong-ShortTerm M em ory M odels

O ur m odelis a a hierarchical bi-LSTM as illustrated in Figure 5. Ittakes as inputw ord em beddings
~w concatenated w ith character em beddings obtained from the last tw o states (forw ard, backw ard) of
running a low er-levelbi-LSTM on the characters. A dding characterrepresentations as additionalinfor-
m ation has been show n to be effective fora num beroftasks,including parsing and tagging (B allesteros
etal.,2015;G illick etal.,2015;Plank etal.,2016).

In m ore detail,ourm odelisa contextbi-LSTM taking asinputw ord em beddings ~w .C haracterem bed-
dings~careincorporated via ahierarchicalbi-LSTM using asequence bi-LSTM atthe low erlevel(B alles-
teros etal.,2015; Plank etal.,2016). The character representation is concatenated w ith the (learned)
w ord em beddings ~w to form the inputto the contextbi-LSTM atthe upperlayers.

Forthe hidden layers,w e use stacked LSTM s w ith h=3 layers.The 3-layerbi-LSTM and low er-level
characterbi-LSTM represents the shared structure betw een tasks. From the topm ost(h=3)layerlabels
for the different tasks (e.g., chunking, pauses) are predicted using a softm ax. In Figure 5, the m ain

3PO S annotations w ere obtained by looking up the possible tag ofa token in English w iktionary (Lietal.,2012).
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• Results

Chunking and CCG data



RST Discourse Parser

Braud, Chloé, Barbara Plank, and Anders Søgaard. "Multi-view and multi-task training of RST discourse 
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RST Discourse Parser

Braud, Chloé, Barbara Plank, and Anders Søgaard. "Multi-view and multi-task training of RST discourse 
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• Results on RST Discourse Treebank



Identifying beneficial task relations

Bingel, Joachim, and Anders Søgaard. "Identifying beneficial task relations for multi-task learning in deep neural 

networks." arXiv preprint arXiv:1702.08303 (2017).

Hector Mart ´ ´ınez Alonso and Barbara Plank. 2017. Multitask learning for semantic sequence prediction under 

varying data conditions. In EACL.

Mou, Lili, et al. "How transferable are neural networks in nlp applications?." arXiv preprint arXiv:1603.06111 (2016).

• Not all tasks are mutually beneficial !

CCG Tagging
Chunking 

Sentence Compression
Semantic frames

POS tagging
Hyperlink Prediction
Keyphrase Detection

MWE Detection
Super-sense Tagging

Figure 1: R elative gains and losses (in percent)
over m ain task m icro-averaged F 1 w hen incor-
porating auxiliary tasks (colum ns) com pared to
single-task m odels forthe m ain tasks (row s).

the induced m eta-learning foranalyzing w hatsuch
characteristics are predictive ofgains.

Specifically, for each task considered, w e ex-
tractanum berofdataset-inherentfeatures(see Ta-
ble 2)as w ellas features thatw e derive from the
learning curve ofthe respective single-task m odel.
Forthe curve gradients,w e com pute the gradients
ofthe loss curve at10,20,30,50 and 70 percent
ofthe 25,000 batches.Forthe fitted log-curve pa-
ram eters,w e fita logarithm ic function to the loss
curve values, w here the function is of the form :
L (i) = a·ln(c·i+ d)+ b.W e include the fitted pa-
ram etersa and casfeaturesthatdescribe thesteep-
ness ofthe learning curve. In total,both the m ain
and the auxiliary task are described by 14 features.
Since w e also com pute the m ain/auxiliary ratios
of these values,each of our 90 data points is de-
scribed by 42 features that w e norm alize to the
[0,1] interval. W e binarize the results presented
in Figure 1 and use logistic regression to predict
benefits ordetrim ents ofM TL setups based on the
features com puted above.1

4.1 R esults

The m ean perform ance of100 runsofrandom ized
five-fold cross-validation ofourlogistic regression

1A n experim entin w hich w e tried to predictthe m agni-
tude of the losses and gains w ith linear regression yielded
inconclusive results.

A cc. F 1 (gain)
M ajority baseline 0.555 0.615
A llfeatures 0.749 0.669
B est,data features only 0.665 0.542
B estcom bination 0.785 0.713

Table 3:M ean perform ance across 100 runs of5-
fold C V logistic regression.

m odelfor differentfeature com binations is listed
in Table 3. The firstobservation is thatthere is a
strong signalin ourm eta-learning features. In al-
m ostfourin fivecases,w ecan predictthe outcom e
ofthe M TL experim entfrom the data and the sin-
gle task experim ents,w hich gives validity to our
feature analysis. W e also see thatthe features de-
rived from the single task inductions are the m ost
im portant. In fact, using only data-inherent fea-
tures,the F 1 score of the positive class is w orse
than the m ajority baseline.

4.2 A nalysis

Table 4 liststhe coefficientsforall42 features.W e
find that features describing the learning curves
for the m ain and auxiliary tasks are the bestpre-
dictors of M TL gains. The ratios of the learning
curve features seem less predictive,and the gra-
dients around 20-30% seem m ost im portant, af-
terthe area w here the curve typically flattens a bit
(around 10% ).Interestingly,how ever,these gradi-
ents correlate in opposite w ays for the m ain and
auxiliary tasks. The pattern is that if the m ain
tasks have flattening learning curves (sm all neg-
ative gradients) in the 20-30% percentile,butthe
auxiliary task curvesarestillrelatively steep,M TL
is m ore likely to w ork. In otherw ords,m ulti-task
gains are m ore likely for targettasks thatquickly
plateau w ith non-plateauing auxiliary tasks. W e
speculate the reason for this is that m ulti-task
learning can help targettasksthatgetstuck early in
localm inim a,especially ifthe auxiliary task does
notalw aysgetstuck fast.

O ther features that are predictive include the
num ber of labels in the m ain task, as w ell as
the label entropy of the auxiliary task. The
latter supports the hypothesis put forw ard by
M art́ınez A lonso and Plank (2017) (see R elated
w ork). N ote, how ever, that this m ay be a side
effect of tasks w ith m ore uniform label distribu-
tions being easierto learn. The out-of-vocabulary
rate forthe targettask also w as predictive,w hich
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Pretraining: Word Segmentation

Jie Yang, Yue Zhang, Fei Dong. Neural Word Segmentation with Rich Pretraining. In Proceedings of the 55th 

Annual Meeting of the Association for Computational Linguistics (2017)

• Rich Multi-task pretraining of character window representations
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• Results
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Pretraining: Language Translation and
Language Modelling

Ramachandran, Prajit, Peter J. Liu, and Quoc V. Le. “Unsupervised pretraining for sequence to sequence learning.” 

In Proceeddings of EMNLP, (2016).

• Language Model Pretrain for both the source and target



Pretraining: Language Translation and
Language Modelling

Ramachandran, Prajit, Peter J. Liu, and Quoc V. Le. “Unsupervised pretraining for sequence to sequence learning.” 

In Proceeddings of EMNLP, (2016).

• Results on WMT



Language Model Pretraining

Peters, Matthew E., et al. "Deep contextualized word representations." arXiv preprint arXiv:1802.05365 (2018).

• Embeddings from Language Models (ELMo)



Language Model Pretraining

Peters, Matthew E., et al. "Deep contextualized word representations." arXiv preprint arXiv:1802.05365 (2018).

• Results



Language Model Pretraining

Devlin, Jacob, et al. "BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding." arXiv

preprint arXiv:1810.04805 (2018).

• BERT: Pre-training of Deep Bidirectional Transformers for 
Language Understanding



Language Model Pretraining

• Results on GLUE

Devlin, Jacob, et al. "BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding." arXiv

preprint arXiv:1810.04805 (2018).



Language Model Pretraining

• Results on SQuAD

Devlin, Jacob, et al. "BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding." arXiv

preprint arXiv:1810.04805 (2018).



Language Model Pretraining

Howard, Jeremy and Sebastian Ruder. "Universal Language Model Fine-tuning for Text Classification." ACL, 2018.

• Universal Language Model Fine-tuning for Text Classification



Language Model Pretraining

• Results on classification tasks

Howard, Jeremy and Sebastian Ruder. "Universal Language Model Fine-tuning for Text Classification." ACL, 2018.



Correlation between multi-task learning 
and pretraining

Kiperwasser, Eliyahu and Miguel Ballesteros. "Scheduled Multi-Task Learning: From Syntax to Translation." TACL, 2018.

• Tasks



• Results on IWSLT English German

Kiperwasser, Eliyahu and Miguel Ballesteros. "Scheduled Multi-Task Learning: From Syntax to Translation." TACL, 2018.

Correlation between multi-task learning 
and pretraining



Joint Entity and Sentiment Extraction 

Zhang, Meishan, Yue Zhang, and Duy-Tin Vo. "Neural Networks for Open Domain Targeted Sentiment." EMNLP. 

2015.

• Multi-task with CRF



Joint Entity and Sentiment Extraction 

• Pipeline

Zhang, Meishan, Yue Zhang, and Duy-Tin Vo. "Neural Networks for Open Domain Targeted Sentiment." EMNLP. 

2015.



Joint Entity and Sentiment Extraction 

• Joint

Zhang, Meishan, Yue Zhang, and Duy-Tin Vo. "Neural Networks for Open Domain Targeted Sentiment." EMNLP. 

2015.



Joint Entity and Sentiment Extraction 

• Collapsed

Zhang, Meishan, Yue Zhang, and Duy-Tin Vo. "Neural Networks for Open Domain Targeted Sentiment." EMNLP. 

2015.



Joint Entity and Sentiment Extraction 

• Results 

Zhang, Meishan, Yue Zhang, and Duy-Tin Vo. "Neural Networks for Open Domain Targeted Sentiment." EMNLP. 

2015.
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• Cross Lingual
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• Cross Standard



Neural Graph-based Models (Multi-task 
Learning)

• Cross Task

• Cross Lingual

‒ Standard

‒ Regularization

‒ Stacking

‒ Pretraing

‒ Adversarial Training

• Cross Domain

• Cross Standard



Standard: Multi-lingual Neural 
Transliteration

Kunchukuttan, Anoop, et al. "Leveraging Orthographic Similarity for Multilingual Neural

Transliteration." Transactions of the Association for Computational Linguistics 6 (2018): 303-316.

• Orthographically similar languages
• (i) highly overlapping phoneme sets.

• (ii) mutually compatible orthographic systems.

• (iii) similar grapheme to phoneme mappings. 



Kunchukuttan, Anoop, et al. "Leveraging Orthographic Similarity for Multilingual Neural

Transliteration." Transactions of the Association for Computational Linguistics 6 (2018): 303-316.

• Standard multi-task

Standard: Multi-lingual Neural 
Transliteration



Kunchukuttan, Anoop, et al. "Leveraging Orthographic Similarity for Multilingual Neural

Transliteration." Transactions of the Association for Computational Linguistics 6 (2018): 303-316.

• Results on NEWS 2015

Comparison of bilingual (B) and

multilingual (M) neural models as

well as bilingual PBSMT (P)

models (top-1 accuracy %). Figure

in brackets for each dataset shows

average increase in transliteration

accuracy for multilingual neural

model over bilingual neural model.

Best accuracies for each language

pair in bold.

Standard: Multi-lingual Neural 
Transliteration



Regularization: Low resource
dependency parsing

Duong, Long, et al. "Low resource dependency parsing: Cross-lingual parameter sharing in a neural network 

parser." Proceedings of the 53rd Annual Meeting of the Association for Computational Linguistics and the 7th 

International Joint Conference on Natural Language Processing (Volume 2: Short Papers). Vol. 2. 2015.

• English to Low Resource

• Transferred Parameters



Regularization: Low resource
dependency parsing

Duong, Long, et al. "Low resource dependency parsing: Cross-lingual parameter sharing in a neural network 

parser." Proceedings of the 53rd Annual Meeting of the Association for Computational Linguistics and the 7th 

International Joint Conference on Natural Language Processing (Volume 2: Short Papers). Vol. 2. 2015.

“ To allow parameter sharing between languages we could jointly train 
the parser on the source and target language simultaneously. However, 
we leave this for future work. First we train a lexicalized neural network 
parser on the source resource-rich language (English), as described in 
Section 2. "



Regularization: Low resource
dependency parsing

Duong, Long, et al. "Low resource dependency parsing: Cross-lingual parameter sharing in a neural network 

parser." Proceedings of the 53rd Annual Meeting of the Association for Computational Linguistics and the 7th 

International Joint Conference on Natural Language Processing (Volume 2: Short Papers). Vol. 2. 2015.

• Results

Save human label effort



Language Embedding: Multi-lingual
parser

Ammar, Waleed, et al. "Many languages, one parser." arXiv preprint arXiv:1602.01595 (2016).

• ‘Future Work’ mentioned in the previous work.

• Seven languages jointly trained

• Words: Cross-lingual embeddings and cross-lingual word cluster

• Languages: Language embeddings!



Language Embedding: Multi-lingual
parser

Ammar, Waleed, et al. "Many languages, one parser." arXiv preprint arXiv:1602.01595 (2016).

• Results on UD Treebank



Stacking: Singlish Parsing

Hongmin Wang, Yue Zhang, GuangYong Leonard Chan, Jie Yang, Hai Leong Chieu. Universal Dependencies 

Parsing for Colloquial Singaporean English. In Proceedings of the 55th Annual Meeting of the Association for 

Computational Linguistics (ACL). Vancouver, Canada, July.

• Variation on Parameter

Sharing



Stacking: Singlish Parsing

Hongmin Wang, Yue Zhang, GuangYong Leonard Chan, Jie Yang, Hai Leong Chieu. Universal Dependencies 

Parsing for Colloquial Singaporean English. In Proceedings of the 55th Annual Meeting of the Association for 

Computational Linguistics (ACL). Vancouver, Canada, July.

• Results
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Figure 3:B ase PO S tagger

B ased on this English PO S tagging m odel, w e
train a PO S tagger forSinglish using the feature-
levelneuralstacking m odelofC hen etal.(2016).
B oth the English and Singlish m odels consist of
an inputlayer,a feature layer,and an outputlayer.

4.1 B ase B i-L ST M -C R F PO S Tagger

InputL ayer:Each token is represented as a vec-
tor by concatenating a w ord em bedding from a
lookup table w ith a w eighted average ofits char-
acterem beddings given by the attention m odelof
B ahdanau et al. (2014). Follow ing C hen et al.
(2016),the inputlayerproduces a dense represen-
tation forthe currentinputtoken by concatenating
its w ord vector and the ones for its surrounding
contexttokensin a w indow offinite size.

Feature L ayer:Thislayerem ploysa bi-LSTM
netw ork to encode theinputinto asequence ofhid-
den vectors thatem body globalcontextualinfor-
m ation. Follow ing C hen etal.(2016),w e adopt
bi-LSTM w ith peephole connections (G raves and
Schm idhuber,2005).

O utput layer: This is a C R F layer to predict
the PO S tags for the inputw ords by m axim izing
the conditionalprobability ofthe sequence oftags
given inputsentence.

4.2 PO S Tagger w ith N euralStacking

W e adopt the deep integration neural stacking
structure presented in C hen et al. (2016). A s
show n in Figure 4,the distributed vectorrepresen-
tation forthe targetw ord atthe inputlayerofthe
Singlish Taggerisaugm ented by concatenating the

em ission vector produced by the English Tagger
w ith theoriginalw ord and character-based em bed-
dings,before applying the concatenation w ithin a
context w indow in section 4.1. D uring training,
lossisback-propagated to alltrainable param eters

…
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hn
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Singlish Tagger output layer
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English Tagger feature layer
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Base English Tagger

Figure 4:PO S taggerw ith neuralstacking

System A ccuracy

EN G -on-SIN 81.39%
B ase-IC E-SIN 78.35%
Stack-IC E-SIN 89.50%

Table 2:PO S tagging accuracies

in both theSinglish Taggerand the pre-trained fea-
ture layerofthe base English Tagger.A ttesttim e,
the input sentence is fed to the integrated tagger
m odelasa w hole forinference.

4.3 R esults

W e use the publicly available source code15

by C hen et al. (2016) to train a 1-layer bi-
LSTM -C R F based PO S taggeron U D -Eng,using
50-dim ension pre-trained SEN N A w ord em bed-
dings (C ollobertetal.,2011). W e setthe hidden
layersize to 300,the initiallearning rate forA da-
grad (D uchietal.,2011)to 0.01,theregularization
param eterλ to 10− 6,and the dropoutrate to 15% .
The taggergives94.84% accuracy on the U D -Eng
testsetafter 24 epochs, chosen according to de-
velopm enttests,w hich iscom parable to the state-

of-the-art accuracy of 95.17% reported by Plank
etal.(2016).W e use these settings to perform 10-
fold jackknifing of PO S tagging on the U D -Eng
training set,w ith an average accuracy of95.60% .

Sim ilarly, w e trained a PO S tagger using the
Singlish dependency treebank alone w ith pre-
trained w ord em beddings on The Singapore C om -
ponent of the International C orpus of English
(IC E-SIN ) (N ihilani, 1992; O oi, 1997), w hich

consists of both spoken and w ritten texts. H ow -
ever,due to lim ited am ount of training data, the

15https://github.com/chenhongshen/
NNHetSeq

POS tagging

Dependency Parsing



Pretraining: Low resource neural machine
translation

Zoph, Barret, et al. "Transfer learning for low-resource neural machine translation." In Proceeddings of EMNLP,

(2016).

• Variation on model structure: Rich Resource(EN FR) pretraining,
low resource (EN UZ) fine-tuning



Pretraining: Low resource neural machine
translation

Zoph, Barret, et al. "Transfer learning for low-resource neural machine translation." In Proceeddings of EMNLP,

(2016).

• Results



Adversarial Training: Cross-lingual 
Sequence Labelling

Kim, Joo-Kyung, et al. "Cross-Lingual Transfer Learning for POS Tagging without Cross-Lingual

Resources." Proceedings of the 2017 Conference on Empirical Methods in Natural Language Processing. 2017.

• Adversarial training

• Language model auxiliary

task



Kim, Joo-Kyung, et al. "Cross-Lingual Transfer Learning for POS Tagging without Cross-Lingual

Resources." Proceedings of the 2017 Conference on Empirical Methods in Natural Language Processing. 2017.

• Results on UD treebank

Adversarial Training: Cross-lingual 
Sequence Labelling



Neural Graph-based Models (Multi-task 
Learning)

• Cross Task

• Cross Lingual

• Cross Domain

• Cross Standard



Sequence Tagging

Yang, Zhilin, Ruslan Salakhutdinov, and William W. Cohen. "Transfer learning for sequence tagging with 

hierarchical recurrent networks." ICLR. 2017.

• Standard Multi-task



Sequence Tagging

Yang, Zhilin, Ruslan Salakhutdinov, and William W. Cohen. "Transfer learning for sequence tagging with 

hierarchical recurrent networks." ICLR. 2017.

• Results



Chinese Word Segmentation

Xinchi Chen, Zhan Shi, Xipeng Qiu, Xuanjing Huang. Adversarial Multi-Criteria Learning for Chinese Word 

Segmentation, ACL, 2017.

• Adversarial training 



Chinese Word Segmentation

Xinchi Chen, Zhan Shi, Xipeng Qiu, Xuanjing Huang. Adversarial Multi-Criteria Learning for Chinese Word 

Segmentation, ACL, 2017.

• Results



Multi-domain Sentiment Classification

Qi Liu, Yue Zhang, Jiangming Liu, 2018. Learning Domain Representation for Multi-domain Sentiment 

Classification. In Proceedings of 16th Annual Conference of the North American Chapter of the Association for 

Computational Linguistics (NAACL), New Orleans, Louisiana, June.

• Adversarial training 

• Domain Embeddings

• Memory Network

I am satisfied with this cameraSequence:

Embedding LayerLookup:

Bi-LSTM:

Average Pooling:

Softmax:

!"

(a) M ix:shared param eters foralldom ains.

I am satisfied with this cameraSequence:

Embedding LayerLookup:

Bi-LSTM:

Average Pooling:

Softmax:

!"1

!"2

…… !"%

(b) M ulti: shared input representations and dom ain-
specific prediction layers.

Domain i Memory
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Self-Attention

Attention
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(c) O urm odel:dom ain know ledge isbetterutilized by do-
m ain descriptors,m em ories and adversarialtraining.

Figure 1:M odels.

edge refers to exam ple training data in a specific
dom ain,w hich can offer usefulbackground con-
text. For exam ple, given a sentence ‘K eep cool
if you think it’s a w onderful life w illbe a heart-
w arm ing tale aboutlife like finding nem o’,algo-
rithm s can m istakenly classify itas positive based
on ‘w onderful’and ‘heartw arm ing’,ignoring the
fact that ‘it’s a w onderful life’is a m ovie. In
thiscase,necessary dom ain know ledge revealed in
other sentences,such as‘The lastfew m inutes of
the m ovie:it’sa w onderfullife don’tcanceloutall
the m isery the m ovie contained’is helpful.G iven
a dom ain-specific input representation, w e m ake
attention overthe dom ain know ledge m em ory net-
w ork to obtain a background contextvector,w hich
is used in conjunction w ith the input representa-

tion forsentim entclassification.

R esultson tw o real-w orld datasetsshow thatour
m odeloutperform s the aforem entioned m ulti-task
learning m ethods for dom ain-aw are training,and
also generalizes to unseen dom ains. O ur code is
released1.

2 Problem D efinition

Form ally,w e assum e the existence ofm sentim ent
datasets {D i}mi= 1, each being draw n from a do-
m ain i.D i contains |D i| data points (sij,di,y

i
j),

w here sij is a sequence of w ords w 1,w 2...w |sij|,

each being draw n from a vocabulary V , yij in-

dicates the sentim ent label (e.g.yij 2 {− 1,+ 1}
forbinary sentim entclassification) and di is a do-
m ain indicator (since w e use 1 to m to num ber
each dom ain,di = i).The task is to learn a func-
tion f w hich m aps each input (sij,di) to its cor-

responding sentim ent label yij.The challenge of
the task lies in how to im prove the generaliza-
tion perform ance of m apping function f both in-
dom ain and cross-dom ain by exploring the corre-
lations betw een differentdom ains.

3 B aselines

3.1 D om ain-A gnostic M odel

O ne naive baseline solution ignores the dom ain
characteristics w hen learning f. It sim ply com -
bines the datasets {D i}mi= 1 into one and learns a
single m apping function f.W e refer to this base-
line asM ix,w hich isdepicted in Figure 1 (a).

G iven an input sij, its w ord sequence
w 1,w 2...w |sij| is fed into a w ord em bedding

layer to obtain em bedding vectors x1,x2...x|sij|.

The w ord em bedding layerisparam eterized by an
em bedding m atrix E w 2 R K ⇥|V |,w here K is the
em bedding dim ension.

B idirectional L ST M : To acquire a sem an-
tic representation of input sij, a bidirectional
extension (G raves and Schm idhuber, 2005) of
Long Short-Term M em ory (LSTM ) (H ochreiter
and Schm idhuber, 1997) is applied to capture
sentence-level sem antics both left-to-right and
right-to-left. A s a result, tw o sequences of hid-

den states are obtained, denoted as h1,h2...h|sij|

and h1,h2...h|sij|,respectively.W e concatenate ht

1https://github.com/leuchine/
multi- domain- sentiment



Multi-domain Sentiment Classification

Qi Liu, Yue Zhang, Jiangming Liu, 2018. Learning Domain Representation for Multi-domain Sentiment 
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• Results
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POS tagging

Chen, Hongshen, Yue Zhang, and Qun Liu. "Neural Network for Heterogeneous Annotations." EMNLP. 2016.

CTB:

PD:

中国 最大 氨纶丝 生产 基地 在 连云港 建成 。
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第四 条 防震 减灾 工作 ， 应当 纳入 国民经济 和 社会 发展 计划 。
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• Same language, different standard



POS tagging

Chen, Hongshen, Yue Zhang, and Qun Liu. "Neural Network for Heterogeneous Annotations." EMNLP. 2016.

• Standard neural multi-view model



POS tagging

Chen, Hongshen, Yue Zhang, and Qun Liu. "Neural Network for Heterogeneous Annotations." EMNLP. 2016.

• Results



Dependency parsing

Stymne, Sara, et al. "Parser Training with Heterogeneous Treebanks." arXiv preprint arXiv:1805.05089 (2018).

• Same language with multiple treebanks

• Treebank embeddings

Inputs Treebank embeddings

Models

Treebank 1 Treebank 2 . . . . Treebank n



Dependency parsing

Stymne, Sara, et al. "Parser Training with Heterogeneous Treebanks." arXiv preprint arXiv:1805.05089 (2018).

• Results
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