Abstract—This paper presents an approach to automatically learning distributed representations for features to address the feature sparseness problem for dependency parsing. Borrowing terminologies from word embeddings, we call the feature representation feature embeddings. In our approach, the feature embeddings are inferred from large amounts of auto-parsed data. First, the sentences in raw data are parsed by a baseline system and we obtain dependency trees. Then, we represent each model feature using the surrounding features on the dependency trees. Based on the representation of surrounding context, we proposed two learning methods to infer feature embeddings. Finally, based on feature embeddings, we present a set of new features for graph-based dependency parsing models. The new parsers can not only make full use of well-established hand-designed features but also benefit from the hidden-class representations of features. Experiments on the standard Chinese and English data sets show that the new parser achieves significant performance improvements over a strong baseline.
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I. INTRODUCTION

In recent years, discriminative supervised models have achieved much progress in dependency parsing [1]. The discriminative models typically use millions of features generated from a small set of training data. This setting has shown strong discriminative power in previous studies [2]–[5]. However, binary features extracted from a limited size training data (typically less than fifty thousands of sentences for dependency parsing) suffer from data sparseness: for features that are rare in the labeled training data, the corresponding model parameters could be poorly estimated.

Another limitation on features is that many are typically derived by (manual) combination of atomic features. For example, given the head word \((w_h)\) and part-of-speech tag \((p_h)\), dependent word \((w_d)\) and part-of-speech tag \((p_d)\), and the label \((l)\) of a dependency arc, state-of-the-art dependency parsers can have the combined features: \([w_h; p_h; w_d; p_d; [w_h; p_h; w_d]\), and so on, in addition to the atomic features: \([w_h; p_h]\), etc. Such combination is necessary for high accuracies because the dominant approach uses linear models. However, the correlations between features are still unknown.

We tackle the above issues by borrowing solutions from word representations, which have been intensively studied in the NLP community [6]. In particular, distributed representations of words have been used for many NLP problems, which represent a word by information from the words it frequently co-occurs with [7]–[11]. The representation can be learned from large amounts of raw sentences, and hence used to reduce OOV rates in test data. In addition, since the representation of each word carries information about its context words, it can also be used to calculate word similarity [12], or used as additional semantic features [13].

In this article, we move beyond word embeddings and consider the vector representation of features for discriminative linear dependency parsing models. Our target is to learn distributed feature representations (referred to as feature embeddings) that can not only make full use of well-established hand-designed features but also benefit from hidden representations of features. The idea behind word embeddings is the distributional hypothesis in linguistics, which states that words appearing in similar contexts tend to have similar meanings [14]. Similarly, we believe that features that occur in similar contexts on dependency trees tend to share common properties.

Compared with the task of learning word embeddings, the task of learning feature embeddings is more difficult because the size of features is much larger than the vocabulary size and tree structures are more complex than word sequences. This requires us to find an effective inference algorithm to learn feature embeddings. [11] and [12] introduce efficient models to learn high-quality word embeddings from large amount of raw text data, implemented in word2vec.1 We adapt their methods to learn feature embeddings. In our approach, we first propose a novel approach to represent features. We use two learning models, similar to the CBOW and Skip-gram models proposed by [12], to infer distributed representations for features. Based on the feature embeddings, a set of new features are designed and incorporated into the parsing models.

To demonstrate the effectiveness of the feature embeddings, we apply them to a graph-based parsing model [15]. We conduct experiments on the standard data sets from the Penn English Treebank [16] and the Chinese Treebank Version 5.1 [17].

1https://code.google.com/p/word2vec/
The results indicate that our proposed approach significantly improves the accuracy.

This article is a significant extension of a conference version [18]. We add a new learning model to infer feature embeddings, new experimental results, a comprehensive description of the parsing models, and more details about our method.

The rest of this article is organized as follows. Section II introduces the background of graph-based dependency parsing. Section III describes the two models to infer feature embeddings. Section IV describes the parser with the embedding-based features. Section V shows the implementation details of our systems. Section VI describes the experimental settings and reports the experimental results on the English and Chinese data sets. Section VII discusses related work. Finally, in Section VIII we draw conclusions on the proposed approach.

II. BACKGROUND OF DEPENDENCY PAR싱

In this section, we introduce the background of dependency parsing and build a baseline parser based on the graph-based parsing model proposed by [19].

A. Dependency Parsing

Given an input sentence $x$, the task of dependency parsing is to build a dependency tree $y$. Fig. 1 shows an example of the input and output of dependency parsing, where an arc between two words indicates a dependency relation between them. “ROOT” is an artificial root token inserted at the beginning of the sentence and is not to be a dependent of any other token in the sentence. For example, the arc between “ate” and “fish” indicates a dependency where “ate” is the head and “fish” is the dependent. The arc between “ROOT” and “ate” indicates that “ate” is the ROOT of the sentence.

$x$ is denoted by $x = (w_0, w_1, \ldots, w_i, \ldots, w_n)$, where $w_0$ is ROOT and $w_i$ refers to a word. We have a set of training data $D = \{(x_1, y_1), \ldots, (x_i, y_i), \ldots, (x_n, y_n)\}$ to train a parser. The task of dependency parsing is to find $y^*$ which has the highest score for $x$,

$$y^* = \arg \max_{y \in Y(x)} \text{score}(x, y)$$

where $Y(x)$ is the set of all the valid dependency trees for $x$.

For dependency parsing, there are two major models [20]: the transition-based model and graph-based model, which showed comparable accuracies for a wide range of languages [1], [4], [5], [21]. The main difference between the two models is on whether the parse tree is scored directly (i.e. graph-based) or indirectly via a sequence of transition actions (i.e. transition-based). In this article, we apply feature embeddings to a graph-based model.

B. Graph-Based Parsing Model

In the graph-based model, we use an ordered pair $(w_i, w_j) \in y$ to define a dependency relation in tree $y$ from word $w_i$ to word $w_j$ ($w_i$ is the head and $w_j$ is the dependent), and $G_x$ to define a graph that consists of a set of nodes $V_x = \{w_0, w_1, \ldots, w_i, \ldots, w_n\}$ and a set of arcs (edges) $E_x = \{(w_i, w_j) \ i \neq j, w_i \in V_x, w_j \in (V_x - \{w_0\})\}$. The parsing model of [19] searches for the maximum spanning tree (MST) in graph $G_x$. We denote $Y(G_x)$ as the set of all the subgraphs of $G_x$ that are valid dependency trees [15] for sentence $x$.

We define the score of a dependency tree $y \in Y(G_x)$ to be the sum of the subgraph scores,

$$\text{score}(x, y) = \sum_{g \in y} \text{score}(x, g)$$

(1)

where $g$ is a spanning subgraph of $y$, which can be a single arc or two adjacent arcs. In this article we assume that the dependency tree is a spanning projective tree. The model scores each subgraph using a linear feature vector model representation. Then scoring function $\text{score}(x, g)$ is,

$$\text{score}(x, g) = f(x, g) \cdot w$$

(2)

where $f(x, g)$ is a high-dimensional feature vector based on features defined over $g$ and $x$, and $w$ refers to the weights for the features.

The maximum spanning tree is the highest scoring tree in $Y(G_x)$. The task of the decoding algorithms for an input sentence $x$ is to find $y^*$, where

$$y^* = \arg \max_{y \in Y(G_x)} \sum_{g \in y} \text{score}(x, g)$$

$$= \arg \max_{y \in Y(G_x)} \sum_{g \in y} f(x, g) \cdot w$$

(3)

C. Baseline Parser

In our system, we use the decoding algorithm proposed by [2] and learn feature weights $w$ using the Margin Infused Relaxed Algorithm (MIRA) [19], [22]. The decoding algorithm is an extension of the parsing algorithm of [23], which was a modified version of the CKY chart parsing algorithm. The algorithm independently parses the left and right dependents of a word and combines them later. There are two types of chart items [24]: 1) a complete item in which the words are unable to accept more dependents in a certain direction; and 2) an incomplete item in which the words can accept more dependents in a certain direction.

In the algorithm, we create both types of chart items with two directions for all the word pairs in a given sentence. The direction of a dependency is from the head to the dependent. The right (left) direction indicates the dependent is on the right (left) side of the head. Larger chart items are created from pairs of smaller ones in a bottom-up style.

For graph-based parsing models, previous studies have defined different sets of features, including the first-order features,
the second-order parent-siblings features, and the second-order parent-child-grandchild features [2], [19], [24]. Fig. 2 shows the relations of tokens in dependency structures, where \( h \) and \( d \) refer to the head, the dependent, respectively, \( c \) refers to \( d \)'s sibling or child, the structure of \( h \) and \( d \) is first-order, the one of \( h, c_h \), and \( d \) is second-order parent-siblings structure, and the one of \( h, c_d \) is second-order parent-child-grandchild structure. [4] uses a richer set of features based on the above sets. We further extend the features by introducing more lexical features to the base features. The base feature templates are listed in Table I, where \( w \) refers to the word between \( h \) and \( d \), \( w_d \) and \( w_c \) refer to the next (previous) word, and \( p \) and \( p_c \) refer to the surface word and part-of-speech tag, respectively, \( d(h,d) \) is the direction of the dependency relation between \( h \) and \( d \), and \( d(h,d,c) \) is the directions of the relation among \( h, d, \) and \( c \).

We train a parser with the base features as the Baseline parser, and define \( w \) as the base features and \( w_c \) as the corresponding weights. The scoring function becomes

\[
score(x,g) = f_b(x,g) \cdot w_b
\]

### III. TWO MODELS TO INFER FEATURE EMBEDDINGS

Our goal is to learn a distributed representation for features, which is dense and low dimensional. We call the distributed feature representation feature embeddings. In the representation, each dimension represents a hidden-class of the features and is expected to capture a type of similarities or share properties among the features.

Our feature embeddings are inspired by word embeddings although there are several differences. Word embeddings can be induced using neural language models, which use neural networks as the underlying predictive model [25]. However, the training speed of neural language models is usually slow despite many approaches to improve it recently. In addition, a neural language model requires a segmental context, which is not available for tree-structured features. [11] and [12] introduce the continuous Bag-of-Words (CBOW) and skip-gram models, which are efficient methods to directly learn high-quality word embeddings from large amounts of unstructured raw text. Since the two models do not involve dense matrix multiplications, the training speed is extremely fast.

We adapt the CBOW and skip-gram models for learning feature embeddings from large amounts of automatically parsed dependency tree data. Different from word embeddings, the input of our approach is features rather than words, and the feature representations are generated from tree structures instead of word sequences. Since the size of features is much larger than the vocabulary of words, feature embeddings result in a high computational cost. Thus in addition, we use the speed up techniques including subsampling of frequent features and Negative sampling in the learning stage [11].

#### A. Surrounding Feature Context

Given a sentence \( x = w_1, w_2, \ldots, w_n \) and its corresponding dependency tree \( y \), we can generate features based on the templates (defined in Table I). Fig. 3 shows an example of generating first-order features for each dependency relation. We define the \( X \)-step context as a set of relations reachable within \( X \) steps from the current relation. Here one step refers to one dependency arc. For instance, the one-step context of “with fork” includes the surrounding relations that can be reached in one step such as “ate with” and “a \( \alpha \) fork”, as shown in Fig. 4.

In the figure, for the current relation between “with” and “fork”, the relation between “ate” and “with” is in the one-step context, while the relation between “He” and “ate” is in the two-step context because it can be reached by two steps. A larger \( X \) results in more contextual features and thus might lead to a higher accuracy, but at the expense of training speed.

Based on the \( X \)-step context, we use surrounding features to represent the features on the current dependency relations. The

### TABLE I

<table>
<thead>
<tr>
<th>FE-BASED TEMPLATES</th>
</tr>
</thead>
<tbody>
<tr>
<td>First-order</td>
</tr>
<tr>
<td>( w_{h}, w_{d}, d(h,d) )</td>
</tr>
<tr>
<td>( w_{h}, w_{d}, p_{c}, d(h,d) )</td>
</tr>
<tr>
<td>( w_{h}, w_{d}, p_{d}, d(h,d) )</td>
</tr>
<tr>
<td>( w_{h}, w_{d}, c_{h}, d(h,d) )</td>
</tr>
<tr>
<td>( w_{h}, w_{d}, c_{d}, d(h,d) )</td>
</tr>
<tr>
<td>Second-order</td>
</tr>
<tr>
<td>( w_{h}, w_{d}, d(h,d,c) )</td>
</tr>
<tr>
<td>( w_{h}, w_{d}, p_{c}, d(h,d,c) )</td>
</tr>
<tr>
<td>( w_{h}, w_{d}, p_{d}, d(h,d,c) )</td>
</tr>
<tr>
<td>( w_{h}, w_{d}, c_{h}, d(h,d,c) )</td>
</tr>
<tr>
<td>( w_{h}, w_{d}, c_{d}, d(h,d,c) )</td>
</tr>
</tbody>
</table>

---

Fig. 2. Relations of tokens in dependency structures.

---

Fig. 3. An example of generating first-order features for each dependency relation.
surrounding features are defined on the relations in the X-step context. Take one-step context as an example. Fig. 5 shows the representations for the current relation between “with” and “fork” in Fig. 4. For the current relation and the relations in its one-step context, we generate the features based on the feature templates defined in Table I. In Fig. 5 the current feature “f1:with, fork, R” can be represented by the surrounding features, “cf1:ate, with, R” and “cf1: fork, a, L” based on the template “T1: w_h, w_d, d(h, d)”. Thus, all the features on the current relation are represented by the features on the relations in the one-step context. Note that to reduce computational cost, we generate every feature and its contextual features based on the same feature template. In the experiments, we use one-step context to represent the features, so that feature embeddings are defined over this context.

### B. Two Models

In this section, we adapt the models of [11] and [12] to infer feature embeddings. Based on the representation of surrounding context, the input of learning models is a set of features shown in Fig. 6 and the output is feature embeddings. For each dependency tree in large amounts of auto-parsed data, we generate the base features that are associated with their surrounding contextual features. Then all the base features are put into a set. The learning models take the items one by one from the set during training.

**Continuous Bag-of-Features (CBOF) Model:** The idea of continuous Bag-of-Features model is inspired by the continuous Bag-of-Words model used in [12]. In our model, we use the associated surrounding features in the context to predict the current feature as shown in Fig. 7. In the figure, we have a set of surrounding features \{cf − 1, cf − 2, ..., cf − k\} to predict the current feature f. Similar to the CBOF model, we do not consider the order of features in the context in the prediction. In the CBOF model, we try to find feature representations that are useful for predicting the features on the current relation in a dependency tree. Given sentences and their corresponding dependency trees Y, the objective of the CBOF model is to maximize the log-likelihood over the data,

\[
\sum_{y \in Y} \sum_{f \in F_y} \sum_{cf \in CF_f} \log(p(cf | f))
\]

where \(F_y\) is a set of features generated from tree \(y\), \(CF_f\) is the set of surrounding features in the X-step context of the feature \(f\) \(p(f | cf)\) can be computed by the softmax function [11] for which the input is \(cf\) and the output is \(f\).

\[
p(f | cf) = \frac{\exp(v_f^T v_{cf})}{\sum_{i=1}^{F} \exp(v_{f_i}^T v_{cf})}
\]

where \(v_f\) and \(v_{cf}\) are the input and output vector representations of \(f\) and \(F\) is the number of features in the feature table. The formulation is impractical for large data because the number of features is large (in the millions) and the computational cost for training the softmax structure is too high.

Several methods have been studied to make the training of embeddings feasible, including the hierarchical softmax variation [26]–[28], which reduces the computation cost, and the Negative sampling method, which is a simplified variation of
Noise Contrastive Estimation [29], [30]. To compute the probabilities efficiently, we use the Negative sampling method proposed by [11], which approximates the probability by the correct example and \( K \) negative samples for each instance. The formulation to compute \( \log(p(f|cf)) \) is,

\[
\log \sigma(v_f^T v_{cf}) + \sum_{k=1}^{K} E_{f_k \sim P(f)}[\log \sigma(-v_f^T v_{cf})]
\]

where \( \sigma(z) = 1/(1 + \exp(-z)) \) and \( P(f) \) is the noise distribution on the data. Following the setting of [11], we set \( K \) as 5 in our experiments.

We predict the features one by one in the set of features. Stochastic gradient ascent is used to perform the following iterative update after predicting the \( i \)th feature,

\[
\theta \leftarrow \theta + \alpha \left( \sum_{cf} \log(p(f_i|cf)) \right)
\]

where \( \alpha \) is the learning rate and \( \theta \) includes the parameters of CBOW and the vector representations of features. The initial value of \( \alpha \) is 0.025. If the log-likelihood does not improve significantly after one update, the rate is halved [31]. If the probability of the data does not improve again, the training stops.

**Skip-Gram Model:** The Skip-gram method models feature contexts in a different angle. In the Skip-gram model, we use the features on the current dependency arc to predict the surrounding features, as shown in Fig. 8. In the figure, we use the current feature \( f \) to predict a set of surrounding features \( \{cf - 1, cf - 2, \ldots, cf - k\} \). Given sentences and their corresponding dependency trees \( Y \), the objective of the Skip-gram model is to maximize the log-likelihood,

\[
\sum_{y \in Y} \sum_{f \in F_y} \sum_{cf \in CF_f} \log(p(cf|f))
\]

where \( F_y \) is a set of features generated from tree \( y \) and \( CF_f \) is the set of surrounding features in the \( X \)-step context of feature \( f \). We also use the Negative sampling method to compute the log-likelihood, and the procedure of generating feature embeddings of the Skip-gram model is similar to the one of model CBOF.

The formulation to compute \( \log(p(cf|f)) \) is,

\[
\log \sigma(v_f^T v_{cf}) + \sum_{k=1}^{K} E_{f_k \sim P(cf)}[\log \sigma(-v_f^T v_{cf})]
\]

where \( \sigma(z) = 1/(1 + \exp(-z)) \) and \( P(cf) \) is the noise distribution on the data. Following the setting of [11], we set \( K \) to 5 in our experiments.

We also predict the set of features one by one. Stochastic gradient ascent is used to perform the following iterative update after predicting the \( i \)th feature,

\[
\theta \leftarrow \theta + \alpha \left( \sum_{cf} \frac{\partial \log(p(cf|f))}{\partial \theta} \right)
\]

where \( \alpha \) is the learning rate and \( \theta \) includes the parameters of the model and the vector representations of features. We compare the effectiveness of the two models in the experiments.

**C. Distributed Representation**

Based on the proposed surrounding context, we use the CBOF and Skip-gram models with the help of the Negative sampling method to learn feature embeddings. For each base template...
TABLE II
INFORMATION OF RAW DATA

| \( T_i \) | The distributed representations are stored in a matrix \( M_i \in \mathbb{R}^{d \times |F_i|} \), where \( d \) is the number of dimensions (to be chosen in the experiments) and \( |F_i| \) is the size of the features \( F_i \) for \( T_i \). For each feature \( f \in F_i \), its vector is \( v_f = [v_1, \ldots, v_d] \).

IV. PARSING WITH FEATURE EMBEDDINGS

In this section, we discuss how to apply the feature embeddings to dependency parsing.

A. FE-Based Feature Templates

The base parsing model contains only binary features, while the values in the embedding representation are real numbers that are not in a bounded range. If the range of the values is too large, they will exert too much more influence than the binary features. We confirm this in the preliminary experiments in which we used the continuous values directly, but obtained worse results. Thus, we define a function \( \Phi_i(v_j) \) (in Section V) to convert the real values to discrete values. The vector \( v_f \) is converted into \( v_f' = [\Phi_i(v_{1j}), \ldots, \Phi_i(v_{dj})] \).

We define a set of new templates for the parsing models, capturing feature embedding information, and being used in addition to the base features. Table II shows the new templates, where \( T_i \) refers to the base template type of feature \( f \). When generating the FE-based features, we do not generate any feature related to the surface form of the head if the word is not one of the Top-N most frequent words in the training data. This method can reduce the size of the feature sets and then speed up the system. After tuning on the development sets\(^2\), we used Top-1000 for the experiments for this article.

B. FE Parser

We combine the base features with the new features by a new scoring function,

\[
\text{score}(x, g) = f_b(x, g) \cdot w_b + f_e(x, g) \cdot w_e
\]

(12)

where \( f_b(x, g) \) refers to the base features, \( f_e(x, g) \) refers to the FE-based features, and \( w_b \) and \( w_e \) are their corresponding weights, respectively. The feature weights are learned during training using MIRA [19], [22].

We use the same decoding algorithm in the new parser as in the Baseline parser. The new parser is referred to as the FE Parser.

V. IMPLEMENTATION DETAILS

A. Parsers

We implement the parsers based on the work of [2] with the base features defined in Table I. We train a second-order parser on the training data and use it to process the raw data.

\(^2\)The setting of Top-N only slightly affects the accuracy.

B. Conversion Functions

There are various functions to convert the real values in the vectors into discrete values. Here, we use a simple method. First, for the \( i \)th base feature, the values in the \( i \)th dimension are sorted in decreasing order into the list \( L_{i,j} \). We divide the list into two halves for positive \( (L_{i,j}^+) \) and negative \( (L_{i,j}^-) \), respectively. We define two functions. In the first one, the function is defined as,

\[
\Phi_1(v_j) = \begin{cases} 
+B1 & \text{if } v_j \text{ is in top 50\% in } L_{i,j}^+ \\
+B2 & \text{if } v_j \text{ is in bottom 50\% in } L_{i,j}^+ \\
-B1 & \text{if } v_j \text{ is in top 50\% in } L_{i,j}^- \\
-B2 & \text{if } v_j \text{ is in bottom 50\% in } L_{i,j}^-
\end{cases}
\]

In the second one, we define the function as,

\[
\Phi_2(v_j) = \begin{cases} 
+B1 & \text{if } v_j \text{ is in top 50\% in } L_{i,j}^+ \\
-B2 & \text{if } v_j \text{ is in bottom 50\% in } L_{i,j}^-
\end{cases}
\]

In \( \Phi_2 \), we only consider the values \( (+B1) \) and \( (-B2) \), which have strong opinions (positive or negative) on dimensions and omit the values which are close to zero. We refer the systems with \( \Phi_1 \) as M1 and the ones with \( \Phi_2 \) as M2.

C. Generating FE-Based Features

We use an example to demonstrate how to generate new features based on the feature templates in practice. Suppose that we have a sentence “I ate the meat with a fork.” and want to generate FE-based features for the relation between “with” and “fork”, where “with” is the head and “fork” is the dependent. Fig. 9 shows the example.

We demonstrate the generating procedure using the template \( T_1 = "\phi_1, \phi_2, d(h, d)" \) (the first base template in Table I), which contains the surface forms of the head, the dependent, and the direction of the dependency from \( h \) to \( d \). We can have a base feature “with, fork, R”, where “R” refers to the right arc direction. By looking up the matrix \( M_1 \), we can get the embedding vector for the feature: \( v_f = [0.2, -0.1, \ldots, 0.03] \). According to \( \Phi \), we obtain a new vector \( [\Phi(0.2), \Phi(-0.1), \ldots, \Phi(0.03)] \).

Finally, we have a set of new features: \( \{1 : T_1 \cdot \Phi(0.2); 2 : T_1 \cdot \Phi(-0.1); \ldots, d : T_1 \cdot \Phi(0.03)\} \). In this way, we can generate all the new features for the graph-based model. The number of new features is relative small, totally \( 4 \times d \times T \) for M1 and \( 2 \times d \times T \) for M2, respectively, where \( T \) is the set of base templates. \( d \) and \( T \) are often small (in the hundreds).
VI. EXPERIMENTS

We conducted experiments on the standard data sets of English and Chinese, respectively.

A. Data Sets

We used the Penn Treebank (PTB) [16] to generate the English data sets and the Chinese Treebank version 5.1 (CTB5) [17] to generate the Chinese data sets. “Penn2Malt” was used to convert the data into dependency structures with the English head rules of [32] and the Chinese head rules of [33]. The details of data splits are listed in Table III, where the data partition of Chinese were chosen to match previous work [34]–[36].

Following the work of [13], we used a tagger trained on training data to provide part-of-speech (POS) tags for the development and test sets, and used 10-way jackknifing to generate part-of-speech tags for the training set. For English we used the MXPOST [37] tagger and for Chinese we used a CRF-based tagger with the feature templates defined in [38]. We used gold-standard segmentation in the CTB5 experiments. The accuracies of part-of-speech tagging are 97.32% for English and 93.61% for Chinese on the test sets, respectively.

To obtain feature contexts, we processed raw data to get dependency trees. For English, we used the BLLIP WSJ Corpus Release 1 [39]. For Chinese, we used the Xinhua portion of Chinese Gigaword Version 2.0 (LDC2009T14) [40]. The statistical information of raw data sets is listed in Table IV. The MXPOST part-of-speech tagger and the Baseline dependency parser trained on the training data were used to process the sentences of the BLLIP WSJ corpus. For Chinese, we need to perform word segmentation and part-of-speech tagging before parsing. The MMA system [41] trained on the training data was used to perform word segmentation and tagging, and the Baseline parser was used to parse the sentences in the Gigaword corpus.

We report the parser quality by the unlabeled attachment score (UAS), i.e. the percentage of tokens (excluding all punctuation tokens) with the correct HEAD. We also report the scores on complete dependency trees evaluation (COMP).

<table>
<thead>
<tr>
<th>TABLE III</th>
<th>RESULTS ON ENGLISH DATA. N/A = Not Available</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>train</td>
</tr>
<tr>
<td>PTB</td>
<td>22</td>
</tr>
<tr>
<td>CTB5</td>
<td>886-931</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE IV</th>
<th>RESULTS ON CHINESE DATA</th>
</tr>
</thead>
<tbody>
<tr>
<td>name</td>
<td>numofwords</td>
</tr>
<tr>
<td>BLLIP WSJ</td>
<td>43.4M</td>
</tr>
<tr>
<td>Gigaword Xinhua</td>
<td>272.3M</td>
</tr>
</tbody>
</table>

B. Development Experiments

In this section, we use the development data set of English to investigate the effect of different vector sizes of feature embeddings and compare the systems with M1 and M2 (defined in Section V-B). To reduce the training time, we used 10% of labeled training data to train the parsing models.

[6] reported that the optimal size of word embedding dimensions was task-specific for NLP tasks. Here, we also investigated the effect of different sizes of embedding dimensions on dependency parsing. Fig. 10 shows the effect on UAS scores as we varied the vector sizes, where CBOF-M1/M2 refers to the system with CBOF model and M1/M2, SKIP-M1/M2 refer to the system with Skip-gram model and M1/M2 respectively. The systems with FE-based features always outperformed the Baseline. The curves of the parsers with M2 were almost flat and we found that the parsers with M1 performed worse as the sizes increased. Overall, the systems with M2 performed better than the ones with M1. For SKIP-M2, 10-dimensional embeddings achieved the highest score among all the systems. For CBOF-M2, 5-dimensional embeddings performed the best among the CBOF-based systems.

Based on the above observations, we chose two systems for further evaluations: 5-dimensional embeddings for CBOF-M2 and 10-dimensional embeddings for SKIP-M2.

C. Main Results on English Data

We trained CBOF-M2 and SKIP-M2 on the full training data and evaluated them on the testing data for English. The results are shown in Table V. The parsers using the FE-based features consistently outperformed the Baseline. For SKIP-M2 and CBOF-M2, we obtained absolute improvements of 0.96 and 0.84 UAS points, respectively. As for the COMP scores, SKIP-M2 achieved absolute improvement of 2.74 over the Baseline. The improvements were significant by McNemar’s Test ($p<10^{-7}$) [42]. We also added the cluster-based features of [13] to our baseline system listed as “CLU” in Table V. The parsers using the FE-based features outperform CLU too.

We listed the performance of the related systems in Table V, where Koo2010 refers to the supervised system of [3], which is based on a third-order graph-based model, Zhang2011 refers to the supervised system of [5], which uses rich non-local features in a transition-based model, Koo2008 refers to the semi-supervised system of [13], which uses a second-order graph-based model together with Brown word-cluster based
features, Suzuki2009 refers to the semi-supervised system of [43], which uses a semi-supervised structured conditional model [44], Chen2009 refers to a semi-supervised system [45] that learns frequency-based subtree features from auto-parsed data, Zhou2011 refers to the semi-supervised system of [46], which exploits web-derived selectional preference, Suzuki2011 refers to the semi-supervised system of [47], which uses a condensed feature representation, and Chen2013 refers to the semi-supervised system of [48], which uses frequency-based meta-features learned from auto-parsed data.

From the table, we found that our FE parsers obtained the comparable accuracy with the previous state-of-the-art systems. Suzuki2011 [47] reported the best reported result by combining their method with the method of Koo et al. [13]. We believe that the performance of our parser can be further enhanced by integrating their methods.

### D. Main Results on Chinese Data

We also evaluated the systems on the testing data for Chinese. The results are shown in Table VI. We also added the cluster-based features of [13] to our baseline system listed as “CLU” in Table VI. Similar to the results on English, the parsers using the FE-based features consistently outperformed the Baselines.

We listed the performance of the related systems in Chinese in Table VI, where Li2011 refers to the system of [35], Hatori2011 refers to the system of [36], Li2012 refers to the unlabeled parser of [50], and Chen2013 refers to the system of [48]. From the table, we found that the scores of our FE parsers were higher than most of the related systems and comparable with the results of Chen2013, which was the best reported scores so far. We believe that the performance of our parser can be further enhanced by enlarging X-step contexts and learn better feature embeddings.

### VII. Related Work

Learning feature embeddings are related to two lines of research: deep learning models for NLP, and semi-supervised dependency parsing.

Recent studies used deep learning models in a variety of NLP tasks. [6] applied word embeddings to chunking and Named Entity Recognition (NER). [9] designed a unified neural network to learn distributed representations that were useful for part-of-speech tagging, chunking, NER, and semantic role labeling. They tried to avoid task-specific feature engineering. [51] proposed a Compositional Vector Grammar, which combined PCFGs with distributed word representations. [52] investigated Chinese character embeddings for Chinese word segmentation and part-of-speech tagging. [49] directly applied word embeddings to Chinese dependency parsing. [53] inferred word embeddings based on contexts extracted from dependency trees. In most cases, words or characters were the inputs to the learning systems and they applied word/character embeddings to their tasks. Our work is different from theirs in that we explore distributed representations at the feature level and we can make full use of well-established hand-designed features.

In our work, we use large amounts of raw data to infer feature embeddings. There are several previous studies relevant to using raw data on dependency parsing. [13] used the Brown algorithm to learn word clusters from a large amount of unannotated data and defined a set of word cluster-based features for dependency parsing models. [43] adapted a Semi-supervised Structured Conditional Model (SS-SCM) [44] to dependency parsing. [47] reported the best results so far on the standard test sets of PTB using a condensed feature representation combined with the word cluster-based features of [13]. [48] mapped the base features into predefined types using the information of frequencies counted in large amounts of auto-parsed data. The work of [47] and [48] were to perform feature clustering. [54] presented a semi-supervised learning algorithm named alternating structure optimization for text chunking. They used a large projection matrix to map sparse base features into a small number of high level features over a large number of auxiliary problems. One of the advantages of our approach is that it is simpler and more general than that of [54]. Our approach can easily be applied to other tasks by defining new feature contexts.

### VIII. Conclusion

In this article, we have presented an approach to learning feature embeddings for dependency parsing from large amounts of raw data. The raw sentences were first parsed by a baseline system and then we obtained an auto-parsed data. Each model feature was represented by the surrounding features on the dependency trees. Based on the representation of surrounding context, we proposed two learning methods to infer feature embeddings. Finally, we represented a set of new features based on the learned feature embeddings, which was used with the base features in a graph-based model. When tested on both English and
Chinese, our method significantly improved the performance over strong baselines and provided comparable accuracies with the best systems in the literature.

For future work, there are several ways in which this research could be extended. First, we plan to use a larger data to infer the feature embeddings. Second, we could apply the proposed approach to other languages (for example, Japanese). Third, we could extend to labeled parsing instead of unlabeled parsing. Finally, we could extend the approach to the constituency parsing task.
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