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A B S T R A C T

Event factuality prediction is the task of assessing the degree to which an event mentioned in
a sentence has happened. However, existing methods usually stack encoders to make factuality
predictions given the gold positions of anchor words. In addition, the frequently used encoders,
such as bidirectional LSTMS and graph convolution networks, ignore the directional labeled
syntactic information while modeling the context. To fill the gap when facing plain text without
identifying event anchor words in advance, we investigate the task of end-to-end EFP in this
paper. We present the Directional Labeled Graph Recurrent Network, denoted as DLGRN, to
solve Event Anchor Detection and Factuality Induction in a multi-task framework. Specifically,
we represent sentences as syntactic information graphs. Then, to incorporate directional labeled
information, we design edge-tied weights and edge-aware attention mechanism on top of a
graph-based recurrently message passing encoder. We further propose to utilize multi-task
learning to jointly model Event Anchor Detection and Factuality Induction by optimizing a
mixed-objective learning function. We use four widely used factuality prediction benchmarks
(i.e., FactBank, Meantime, UW, and UDS-IH2) to evaluate our framework. Our framework
achieves state-of-the-art results in the two subtasks, averagely decreasing 17.12% MAE and
raising 5.40% Pearson correlation 𝑟 against the best baseline. In addition, experimental
results show that our framework can capture the overall factuality score distributions, and
incorporating directional and labeled syntactic information in EFP achieves better performances
than the baselines.

. Introduction

Event factuality prediction (EFP) is the task of estimating the factuality of events in texts. The goal is to recognize whether
vent mentions in texts represent actual situations in the world, situations that have not happened, or situations of uncertain
nterpretation (Saurí, 2008). For example, given the sentence ‘‘Expert says the ground is too saturated’’, the event ‘‘Expert says’’
s actually happened. In many cases, the factuality of events is conveyed by what we refer to as event mention anchor words, which
re predicates including verbs, nouns, or adjectives denoting events. For example, in the case above, the event mention anchor
ord for the event is ‘‘says’’. Accurately predicting event factuality is essential for supporting downstream inferences that are based
n the facts.

Recent work on EFP (Lee, Artzi, Choi, & Zettlemoyer, 2015; Rudinger, White, & Durme, 2018; Veyseh, Nguyen, & Dou, 2019)
ssumes that event mention anchor words are given in advance, predicting factuality of events by assigning labels to the anchor
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Fig. 1. (a) Example sentence with the dependency parse tree showing the factuality of the event represented by the bold red anchor. (b) Comparison between
nd-to-end EFP and traditional EFP. The blue rectangles are used to represent input examples. The black rectangles are typical models and features for both
ask settings. And the green rectangles represent output examples. ⊕ stands for happened and ⊖ means have not happened. (For interpretation of the references to

color in this figure legend, the reader is referred to the web version of this article.)

words according to their context. Event factuality prediction is a challenging task as there may be several words in the context
jointly contributing to the factuality of the event, which can be far separated from each other and also from the event anchor words
in the sentence. The state-of-the-art methods (Rudinger et al., 2018; Veyseh et al., 2019) stack neural network encoders like biLSTMs
or graph convolution networks (GCNs) (Chen, Wei, Huang, Ding, & Li, 2020; Wei et al., 2019; Yang, Qiu, Song, Tao, & Wang, 2020;
Yu, Wang, & Zhang, 2021) to model the context and make factuality predictions on hidden vectors of anchor words.

There are two main limitations of the abovementioned methods. First, in practice, given raw text data as input, these methods
relies on event anchor word detection as a prerequisite task in a pipeline, errors in event anchor detection can propagate to the
traditional EFP task, leading to decreased performance. Second, existing methods only model coarse-grained graph information using
undirected edges, but do not consider directional or labeled syntactic information when modeling the context, which also limits the
use of syntactic knowledge (Liao et al., 2019; Tao et al., 2020; Wu, Chen, & Wan, 2018). As illustrated in Fig. 1(a), in the sentence
‘‘We would not be surprised to see it postponed’’, if we want to predict the factuality of the event mention anchor word ‘‘postponed’’, it
is difficult to choose the correct factuality category between the two situations, happened or uncertain. We can find that a fine-grained
dependency path from ‘‘would’’ to ‘‘postponed’’ is 𝑤𝑜𝑢𝑙𝑑

𝚊𝚞𝚡
←←←←←←←←←←←←←←←← 𝑠𝑢𝑟𝑝𝑟𝑖𝑠𝑒𝑑

𝚡𝚌𝚘𝚖𝚙
←←←←←←←←←←←←←←←←←←←←←←←→ 𝑠𝑒𝑒

𝚍𝚎𝚙
←←←←←←←←←←←←←←←→ 𝑝𝑜𝑠𝑡𝑝𝑜𝑛𝑒𝑑, which indicates a subjunctive and

hypothetical mood for the event ‘‘postponed’’. If we take the fine-grained syntactic knowledge into account, it would be easier to
predict the factuality to be uncertain instead of happened.

To address these issues, we consider a fine-grained graph neural network for end-to-end EFP, performing Event Anchor Detection
and Factuality Induction jointly. As shown in Fig. 1(b), different from traditional EFP, whose input is sentences and positions, and
output is factuality scores at given positions, end-to-end EFP takes plain text sentences as the input and identifies event anchor
words along with predicted factuality scores. We present a graph neural multi-task framework for modeling the directional and
labeled syntactic information, which is named Directional Labeled Graph Recurrent Network (DLGRN). DLGRN first constructs a
message passing graph for each input sentence and then learns shared word states and graph states for Event Anchor Detection and
Factuality Induction. The states are learnt in a graph-based message passing process, implemented by extending graph recurrent
network (GRN) (Song, Zhang, Wang, & Gildea, 2018; Yin et al., 2019; Zhang, Liu, & Song, 2018) with edge-tied weights and edge-
aware attention mechanism. The message passing process contains two steps, context computation and state transition, which is
recurrently stacked to model the long dependencies with the help of the parameter-sharing mechanism. At last, the shared word
2

states and graph states are fed into task-specific layers to make word-level predictions and form the output.
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Results on four widely used factuality prediction benchmarks (i.e., FactBank, Meantime, UW, and UDS-IH2) show that our
ramework provides better Event Anchor Detection and Factuality Induction performances compared with both the state-of-the-art
FP methods using biLSTM or GCN and the state-of-the-art graph encoding methods like GAT-LSTM and GRAN. We also conduct
xperiments and analysis on the overall score distribution and sentence length. The findings further show that our framework is able
o capture the overall factuality score distributions like the gold ones. Additionally, thanks to the parameter-sharing mechanism,
ur framework can model long sentences better than the baselines. To our knowledge, we are the first to exploit end-to-end EFP
nd the interactions of the directional labeled information in neural syntactic event factuality prediction.

We make several significant contributions which can be summarized as follows:

• An end-to-end EFP task setting. We propose a practical task setting for Event Factuality Prediction, namely end-to-end EFP,
by performing Event Anchor Detection and Factuality Induction jointly in a single model. To our knowledge, we are the first
to study end-to-end EFP.

• A graph neural framework. We propose a novel graph neural multi-task framework DLGRN, leveraging directional and
labeled syntactic information by extending the recurrent message passing process with edge-tied weights and edge-aware
attention mechanism. The proposed techniques are also off-the-shelf and portable to other graph encoders. To our knowledge,
we are the first to make use of directional labeled information for neural EFP.

• Extensive experiments. We achieve state-of-the-art results on FactBank, Meantime, UW, and UDS-IH2 for both Event Anchor
Detection and Factuality Induction against the extended traditional EFP methods and the strong graph encoders. The results
show the effectiveness and the generalizability of DLGRN.

. Related work

EFP is a fundamental task in information extraction. Much work have been done for EFP, including rule-based approaches (Lotan,
tern, & Dagan, 2013; Nairn, Condoravdi, & Karttunen, 2006; Saurí, 2008), statistical approaches with manually designed
eatures (Diab et al., 2009; Lee et al., 2015; de Marneffe, Manning, & Potts, 2012; Prabhakaran, Rambow, & Diab, 2010), hybrid
pproaches (Qian, Li, & Zhu, 2015; Saurí& Pustejovsky, 2012; Stanovsky, Eckle-Kohler, Puzikov, Dagan, & Gurevych, 2017) and
eep learning methods integrating the semantic and syntactic information (Rudinger et al., 2018; Veyseh et al., 2019). Nairn et al.
2006) propose a deterministic algorithm based on associating certain clause-embedding verbs with implication signatures. Lotan
t al. (2013) build a recursive rule-based system using implication signatures and other lexical- and dependency tree-based features.
iab et al. (2009) and Prabhakaran et al. (2010) use support vector machine (SVM) and conditional random field (CRF) over lexical
nd dependency features for predicting author belief commitments, which they treat as a sequence tagging problem. Lee et al. (2015)
rain an SVM on lexical and dependency path features. Sauríand Pustejovsky (2012) and Stanovsky et al. (2017) train support vector
odels over the outputs of rule-based systems.

Our work follows neural network methods, which is a new and emerging branch on event factuality. Qian, Li, Zhu, and Zhou
2019) employ Generative Adversarial Networks (GANs) for leveraging rich features. Rudinger et al. (2018) stack biLSTMs for
equential modeling and tree LSTM for combining dependency representations of the input sentences. Veyseh et al. (2019) propose
method to integrate syntactic and semantic structures of sentences using biLSTM to capture sequential context and stacking GCN

or encoding the syntactic information. This line of work studies EFP while under the assumption that event anchor words are
dentified in advance. In contrast, we study end-to-end EFP in a multi-task framework (El-allaly, Sarrouti, Ennahnahi, & Alaoui,
021; Zaporojets, Deleu, Develder, & Demeester, 2021) consisting of Event Anchor Detection and Factuality Induction, investigating
irectional labeled information for neural EFP.

For either traditional EFP or end-to-end EFP, the predictions can be performed in word-level, current state-of-the-art graph
ncoders including GCN (Chen et al., 2021; Pedronette & Latecki, 2021; Ragesh, Sellamanickam, Iyer, Bairi, & Lingam, 2021; Wei
t al., 2019), GAT-LSTM (Tao et al., 2020; Wu et al., 2018) and GRAN (Liao et al., 2019) can also be applied to encode context for
FP. There is also a line of work on incorporating syntactic information with graph neural networks (Balali, Asadpour, Campos, &
atowt, 2020; Zhang, He, & Zhang, 2021). However, compared with these graph encoders, our framework is additionally able to
ncorporate directional labeled information to recurrent graph message passing process.

. Research objectives

As described in Section 1, this paper has two research objectives. The first is to propose a task setting of end-to-end Event
actuality Prediction. In contrast to the existing work on EFP (Lee et al., 2015; Rudinger et al., 2018; Veyseh et al., 2019), the
ractical input of an NLP application system is usually raw text data, and errors in automatically detecting event anchor words can
ropagate to that line of methods, leading to decreased performance. To this end, our end-to-end Event Factuality Prediction aims at
erforming Event Anchor Detection and Factuality Induction jointly on plain texts for predicting event factualities. Fig. 1(b) shows
he comparison between traditional EFP and our end-to-end EFP. The input of traditional EFP is sentences and positions, and the
utput is factuality scores at given positions. On the contrary, end-to-end EFP takes plain text sentences as the input and outputs
vent anchor words and corresponding predicted factuality scores.

Additionally, the second research objective is to leverage directional and labeled syntactic information in graph modeling
ethods of Event Factuality Prediction. Despite the existing graph encoding methods (Liao et al., 2019; Veyseh et al., 2019; Wu

t al., 2018) limits the use of syntactic knowledge and do not consider directional or labeled syntactic information, the sentence in
3



Information Processing and Management 59 (2022) 102836X. Liu et al.

F
t
n
f
s
a
a

i
W
s

p
s

Fig. 2. Framework overview of DLGRN.

ig. 1(a) strongly indicates the necessities of directional and labeled syntactic information as salient differentiating factors in this
ask setting. Therefore, we present a graph neural multi-task framework modeling the directional and labeled syntactic information,
amed Directional Labeled Graph Recurrent Network (DLGRN), for end-to-end EFP. DLGRN first constructs a message passing graph
or the input plain sentence. And then DLGRN uses a graph-based message passing process to learn the shared word states and graph
tates by extending graph recurrent network (GRN) (Song et al., 2018; Yin et al., 2019; Zhang et al., 2018). To model the directional
nd labeled information, we design edge-tied weights and edge-aware attention mechanism in DLGRN. Finally, the shared states
re used in a multi-task learning framework to jointly predicting event anchor words and event factualities.

To show the effectiveness and generalizability of the proposed DLGRN framework, we evaluate it on four benchmark datasets,
.e., FaceBank (Saurí& Pustejovsky, 2009), Meantime (Minard et al., 2016), UW (Lee et al., 2015) and UDS-IH2 (Rudinger et al., 2018;

hite, Rudinger, Rawlins, & Durme, 2018). Experimental results show that DLGRN achieves better performances than state-of-the-art
ystems in all subtasks of end-to-end EFP. Specifically, DLGRN decreases 17.12% MAE and raises 5.40% Pearson correlation 𝑟 against

the best baseline in end-to-end EFP averagely on all the datasets. We also conduct development experiments and ablation studies on
our framework to show the influence of hyper-parameters and individual parts. Besides, we present an analysis on factuality scores’
overall distributions, showing the generalizability of DLGRN to fit the biased long-tail scores. And we conduct experiments on the
impact of sentence length to show that our method performs better than the baselines.

4. DLGRN framework

4.1. Problem definition

Before the work of Lee et al. (2015), the EFP task was formulated as a multi-label classification task. Recently, following the
work of Rudinger et al. (2018) and Stanovsky et al. (2017), researchers focus on a regression formulation that aims to predict a
floating number score in the range of [−3,+3] to quantify the occurrence possibility of a given event mention. The floating score
rovides more meaningful information for the downstream tasks than the classification settings. Therefore, we follow the regression
etting in factuality induction.

Formally, the input of end-to-end EFP is a plain text sentence 𝑠 = {𝑤0, 𝑤1, 𝑤2,… , 𝑤𝑛} as a sequence of 𝑛 words and the output
is a list {(𝑝𝑖, 𝑓𝑖)|𝑝𝑖 ∈ 𝑠, 𝑓𝑖 ∈ [−3,+3]} of event anchor word 𝑝𝑖 along with their factuality score 𝑓𝑖. End-to-end EFP consists of two
tasks, namely Event Anchor Detection and Factuality Induction. The former identifies whether a word 𝑤𝑖 is an event anchor in the
sentence, and the latter predicts a floating-point factuality score for an event anchor.

4.2. Overall framework

The overall framework of Directional Labeled Graph Recurrent Network (DLGRN) is shown in Fig. 2. It consists of three stages.
First, we construct the message passing graph 𝐺𝑠 for the sentence 𝑠, modeling each word as a node and initializing the representation
𝒆𝑖 for each word 𝑤𝑖. Then, we compute the directional labeled context and update the word states and the graph state by iterating
the graph propagation. At last, the final word states and the graph state are the input to task-specific layers, which make predictions
for event anchor words and factuality scores.

4.3. Graph construction

We construct a message passing graph 𝐺𝑠 with words as nodes for the sentence 𝑠, which guides how to propagate the information
4

among words.
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4.3.1. Edge initialization
Following recent work on modeling events (Liu, Luo, & Huang, 2018; Marcheggiani & Titov, 2017; Nguyen & Grishman, 2018;

eyseh et al., 2019), the dependency parse tree 𝑇𝑠 is applied as the basic graph structure for each sentence 𝑠, keeping the directions
nd labels for modeling the syntactic meanings. We combine the directional edges in the dependency parse trees with sequential
dges and self-loops to maintain the ability to model local n-grams. Formally, we define the adjacent matrix 𝒂, which indicates the
pecific edge labels of the sentence 𝑠 as follows:

𝒂𝑖𝑗 =
⎧

⎪

⎨

⎪

⎩

𝑇𝑠(𝑤𝑖, 𝑤𝑗 ), ⟨𝑖 → 𝑗⟩ ∈ 𝑇𝑠
[𝚜𝚎𝚚], 𝑗 ≡ 𝑖 + 1 & ⟨𝑖 → 𝑗⟩ ∉ 𝑇𝑠
[𝚜𝚎𝚕𝚏], 𝑖 ≡ 𝑗

(1)

here 𝑇𝑠(𝑤𝑖, 𝑤𝑗 ) represents the label of the edge ⟨𝑖 → 𝑗⟩ in 𝑇𝑠 and [seq] and [self] are two additional labels for denoting the
equential edges and self-loops, respectively.

.3.2. Node representation
The input sentence 𝑠 is first tokenized into a word piece sequence and then fed into a pre-trained BERT model (Devlin, Chang,

ee, & Toutanova, 2019). We select the contextualized embeddings 𝒆 = {𝒆0, 𝒆1, 𝒆2,… , 𝒆𝑛} of each word in the last Transformer
encoder layer (Vaswani et al., 2017) for further computation. The first word piece embedding,1 denoted as 𝒆𝑖, is used for each word

𝑖.

.4. Message passing

We adopt Graph Recurrent Network (GRN) (Song et al., 2018; Yin et al., 2019; Zhang et al., 2018) as our graph encoder. A
RN uses a set of hidden vectors to represent word states 𝒉𝑖 and the graph state 𝒈 while updating them using GRU cells (Cho et al.,
014) through recurrent steps, which natively encodes multi-hop paths by parameter sharing. It can be seen as a recurrent network
ounterpart to GCN (Kipf & Welling, 2017) and GAT (Velickovic et al., 2018) for graph representation.

We enhance the original GRN with directional labeled information by introducing edge-tied weights and edge-aware attention
echanism, dividing the message passing process of each recurrent step 𝑡 ∈ {1, 2,… , 𝑇 } into two stages.

4.4.1. Context computation
The outgoing context ⃖⃖⃗𝒎𝑡

𝑖 and the incoming context ⃖⃖�⃖�𝑡
𝑖 of word 𝑤𝑖 are both represented as the weighted sums of the previous

word states 𝒉𝑡−1 and the edge type embeddings 𝒌

⃖⃖⃗𝒎𝑡
𝑖 =

∑

𝑗∈{𝑗|𝒂𝑖𝑗≠0}
⃖⃖⃗𝒘𝑖𝑗 [𝒉𝑡−1𝑗 ;𝒌type(𝑖→𝑗)] (2)

⃖⃖�⃖�𝑡
𝑖 =

∑

𝑗∈{𝑗|𝒂𝑗𝑖≠0}
⃖⃖�⃖�𝑖𝑗 [𝒉𝑡−1𝑗 ;𝒌type(𝑗→𝑖)] (3)

here 𝒂𝑖𝑗 ≠ 0 means that there is non-empty type of edge ⟨𝑖 → 𝑗⟩ in the graph, ⃖⃖⃗𝒘𝑖𝑗 and ⃖⃖�⃖�𝑖𝑗 are the outgoing and incoming weights of
he specific edge ⟨𝑖 → 𝑗⟩ and ⟨𝑗 → 𝑖⟩, respectively, type(𝑖 → 𝑗) is the type label of the edge ⟨𝑖 → 𝑗⟩ and [ ; ] denotes the concatenation
peration of vectors. Please note that the word states 𝒉0 and the graph state 𝒈0 are initialized as zeros, which will be explained
ater.

The weights ⃖⃖⃗𝒘𝑖𝑗 and ⃖⃖�⃖�𝑖𝑗 are calculated using the bilinear attention to incorporate edge-aware information as

⃖⃖⃗𝒘𝑖𝑗 = sof tmax
𝑗∈{𝑗|𝒂𝑖𝑗≠0}

(
𝒉𝑡−1𝑖

𝖳𝑾 𝑎
type(𝑖→𝑗)𝒉

𝑡−1
𝑗

√

𝑑𝒉
) (4)

⃖⃖�⃖�𝑖𝑗 = sof tmax
𝑗∈{𝑗|𝒂𝑗𝑖≠0}

(
𝒉𝑡−1𝑖

𝖳𝑾 𝑏
type(𝑗→𝑖)𝒉

𝑡−1
𝑗

√

𝑑𝒉
) (5)

where 𝑑𝒉 is the dimension of the node states 𝒉, 𝖳 denotes the vector transposition and 𝑾 𝑎 and 𝑾 𝑏 are model parameters.

4.4.2. State transition
Following the approaches of Yin et al. (2019) and Zhang et al. (2018), a GRU cell is used to model the state transition process.

We allow information exchange between a word and directly connected words in 𝐺𝑠.
The word state 𝒉𝑡−1𝑖 is updated by aggregating the node representation, the directional labeled context, and the graph state while

being controlled by the gates in the GRU cell to avoid gradient vanishing or explosion, as

𝜻 𝑡𝑖 =[𝒆𝑖; ⃖⃖⃗𝒎
𝑡
𝑖; ⃖⃖�⃖�

𝑡
𝑖; 𝒈

𝑡−1] (6)

1 We found that the last one, max-pooling or average-pooling of the word piece embeddings for a word, was not any better or worse for evaluation. Kondratyuk
5

nd Straka (2019) report similar findings for dependency parsing.
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𝒓𝑡𝑖 =sigmoid(𝑾 𝑟𝜻 𝑡𝑖 + 𝑼 𝑟𝒉𝑡−1𝑖 ) (7)

𝒛𝑡𝑖 =sigmoid(𝑾 𝑧𝜻 𝑡𝑖 + 𝑼 𝑧𝒉𝑡−1𝑖 ) (8)

𝝁𝑡
𝑖 =tanh(𝑾

𝜇𝜻 𝑡𝑖 + 𝑼𝜇(𝒓𝑡𝑖 ⊙ 𝒉𝑡−1𝑖 )) (9)

𝒉𝑡𝑖 =(1 − 𝒛𝑡𝑖)⊙ 𝒉𝑡−1𝑖 + 𝒛𝑡𝑖 ⊙ 𝝁𝑡
𝑖 (10)

where ⊙ denotes the element-wise multiplication.
Similarly, the graph state 𝒈𝑡−1 is updated by the average word states under the control of another GRU cell as

𝒄𝑡 =1
𝑛

𝑛
∑

𝑖=1
𝒉𝑡𝑖 (11)

�̄�𝑡 =sigmoid(𝑾 �̄�𝒄𝑡 + 𝑼 �̄�𝒈𝑡−1) (12)

�̄�𝑡 =sigmoid(𝑾 �̄�𝒄𝑡 + 𝑼 �̄�𝒈𝑡−1) (13)

�̄�𝑡 =tanh(𝑾 �̄�𝒄𝑡 + 𝑼 �̄�(�̄�𝑡 ⊙ 𝒈𝑡−1)) (14)

𝒈𝑡 =(1 − �̄�𝑡)⊙ 𝒈𝑡−1 + �̄�𝑡 ⊙ �̄�𝑡 (15)

here 𝑾 𝑥,𝑼𝑥(𝑥 ∈ {𝑟, 𝑧, 𝜇, �̄�, �̄�, �̄�}) are model parameters.
In this way, each word absorbs context information through its neighbors in a recurrent step 𝑡. Through multiple recurrent

teps, word states achieve multi-hop feature integration. After 𝑇 steps, we obtain the final word state 𝒉𝑇𝑖 and the final graph state
𝑇 for further usage. Before the first recurrent step, we initialize both the word states 𝒉0 and the graph state 𝒈0 as zero for two
ain reasons. First, in each recurrent step, the node representation 𝒆𝑖 of each word 𝑤𝑖 is fed into the GRU state transition, offering
ecessary word information. Second, initializations as zero will result in the weight ⃖⃖⃗𝒘𝑖𝑗 and ⃖⃖�⃖�𝑖𝑗 to be equivalent for the outgoing
nd incoming edges in the first step, respectively, offering balanced features for each edge.

.5. Multi-task prediction

Event Anchor Detection is treated as a word-level binary classification task, and Factuality Induction is also treated as a word-
evel regression task. The final word state 𝒉𝑖 and the final graph state 𝒈 are first used to compute a shared word-level representation
𝑖. Then 𝒒𝑖 are fed to task-specific layers to make word-level predictions for both Event Anchor Detection and Factuality Induction.

𝒐𝑖𝑗 =
𝑛

sof tmax
𝑗=1

(
𝒉𝑖𝖳𝒉𝑗
√

𝑑𝒉
) (16)

𝒒𝑖 =[
𝑛
∑

𝑗=1
𝒐𝑖𝑗𝒉𝑗 ; 𝒈] (17)

he task-specific layers are two-layer fully-connected networks. For Event Anchor Detection, the word-level output �̂�𝑑𝑖 is a
two-dimensional vector for the binary classification. Additionally, for Factuality Induction, the output �̂�𝑟𝑖 is only a scalar.

.6. Training

For Event Anchor Detection, the binary cross-entropy is used as the loss function for all the words. For Factuality Induction, we
ollow previous work (Lee et al., 2015; Rudinger et al., 2018; Stanovsky et al., 2017; Veyseh et al., 2019) to calculate the smooth
1, i.e. Huber loss with 𝛿 = 1 for words with labeled factuality scores. The final loss function is a weighted sum of the individual
osses for the two tasks as

 = 𝜆𝑑𝑑 + 𝜆𝑟𝑟 (18)

here the task weights 𝜆𝑑 and 𝜆𝑟 are hyper-parameters reflecting the importances of the two tasks.
We follow Devlin et al. (2019), using Adam (Kingma & Ba, 2015) with learning rate 2𝑒−5 for the BERT part and 1𝑒−3 for the

ther part, 𝛽1 = 0.9, 𝛽2 = 0.999, 𝐿2 weight decay of 1𝑒−4, learning rate warmup over the first 10% steps, and linear decay of
he learning rate. Additionally, we preprocess the labeled factuality scores by linearly rescaling them to the range of [0, 1] during
raining and do the reversed transformation with clipping to [−3,+3] before output.

. Experiments

.1. Datasets

Following previous work (Rudinger et al., 2018; Stanovsky et al., 2017; Veyseh et al., 2019), we conduct experiments on four
enchmark datasets with public access: FaceBank (Saurí& Pustejovsky, 2009), Meantime (Minard et al., 2016), UW (Lee et al.,
6

015) and UDS-IH2 (Rudinger et al., 2018; White et al., 2018).
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Table 1
Statistics of the datasets. The first four columns represent the number of event anchor words and the corresponding proportion in that data split. The last column
stands for the average sentence lengths.

Dataset Train Dev Test Total Avg. len.

FactBank 6636 (12.87%) 2462 (12.64%) 663 (13.03%) 9761 (12.82%) 23.95
Meantime 967 (14.15%) 210 (13.51%) 218 (16.09%) 1395 (14.32%) 19.07
UW 9422 (12.66%) 3358 (12.63%) 864 (12.08%) 13644 (12.62%) 25.08
UDS-IH2 22108 (10.81%) 2642 (10.51%) 2539 (10.12%) 27289 (10.71%) 15.33

5.1.1. FactBank
FactBank (Saurí& Pustejovsky, 2009) is built on top of TimeBank (Pustejovsky et al., 2003). The factuality annotations of event

entions are discrete and categorized into four classes: Factual (CT+∕−), Probable (PR+∕−), Possible (PS+∕−), and Unknown
(Uu/CTu). The annotations achieved a relatively high inter-annotator agreement (IAA), 𝜅 = 0.81, a positive result when considered
against similar annotation efforts.

5.1.2. Meantime
Meantime (Minard et al., 2016), the NewsReader MEANTIME corpus, consists of 120 English news articles and their translations

in Spanish, Italian, and Dutch. The factuality annotations are also discrete, such as Fact, Counterfact, Possibility (uncertain), and
Possibility (future).

5.1.3. UW
UW (Lee et al., 2015) is built for event detection and factuality, reusing sentences from the TempEval-3 corpus (UzZaman et al.,

2013). The factuality annotations are continuous in [−3,+3] and completed by crowdsourcing. The IAA is also strong, achieving
92.6% F1 for detection and 83.1% correlation for factuality.

5.1.4. UDS-IH2
UDS-IH2 (Rudinger et al., 2018; White et al., 2018) covers all predicates in English Universal Dependencies (EUD) v1.2 treebank.2

Thirty-two unique crowdsource annotators through Amazon’s Mechanical Turk are recruited to annotate whether the events have
happened and the confidence scores in [0, 4]. The raw IAA for event factuality annotations is 0.84.

5.1.5. Preprocessing
The instance statistics of the four datasets are shown in Table 1. The four datasets provide word-level event mention and

factuality score annotations in sentences. For first three datasets, we follow Stanovsky et al. (2017) and transform the annotated
factuality scores to [−3,+3]. The python package SpaCy3 is used to produce the labels of dependency parse trees for the sentences
in FactBank, Meantime and UW. For the UDS-IH2 dataset, we follow Rudinger et al. (2018) to transform the factuality scores of
multiple annotators to [−3,+3], and align the sentences with the gold dependency parse labels in EUD v1.2.

5.2. Implementation details

Most of the common hyper-parameters are determined by grid search on the development experiments on each dataset according
to the Pearson correlation (𝑟) of Factuality Induction. For UW, FactBank, and UDS-IH2, we train models with at most eight epochs
with 16 sentences in a mini-batch with a 0.1 dropout rate and a 𝐿2 weight decay of 1𝑒−4, we use BERTBASE for all the tasks, 768
hidden units for word state, 300 hidden units for graph state and 50 hidden units for edge type embeddings. We use 300 hidden
units for the task-specific layer in Event Anchor Detection and 600 hidden units in Factuality Induction. The maximum recurrent
step number is 4. For Meantime, we use batch size 4 and 𝐿2 weight decay 6𝑒−3.

.3. Comparative methods

We extend the following three categories of baseline methods for traditional EFP into multi-task setting and compare DLGRN
ith them.

The first category is:

• BERT: A word-level model directly making predictions using BERT embeddings.

The second category includes two extended state-of-the-art methods:

• H-biLSTM: A hybrid model concatenating the hidden states of two-layer linear chain biLSTM and two-layer tree biL-
STM (Rudinger et al., 2018) with BERT.

2 https://universaldependencies.org/.
3 https://spacy.io/.
7
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Fig. 3. Performances of Factuality Induction with different maximum recurrent step numbers 𝑇 .

Table 2
Results of Event Anchor Detection. The underline marker denotes 𝑝 < 0.01 on a paired 𝑡-test of 𝐹1 values against DLGRN.

Method FactBank Meantime UW UDS-IH2 #params

Acc 𝐹1 MCC Acc 𝐹1 MCC Acc 𝐹1 MCC Acc 𝐹1 MCC

BERT 0.90 0.87 0.611 0.88 0.89 0.662 0.89 0.86 0.702 0.89 0.87 0.630 109.5M
H-biLSTM 0.90 0.88 0.637 0.88 0.89 0.680 0.89 0.86 0.727 0.90 0.87 0.692 133.1M
GCN 0.91 0.90 0.778 0.94 0.91 0.734 0.91 0.88 0.819 0.92 0.89 0.736 125.9M
GAT-LSTM 0.91 0.90 0.772 0.93 0.91 0.791 0.90 0.89 0.799 0.93 0.89 0.768 120.8M
GRAN 0.92 0.90 0.769 0.93 0.90 0.713 0.90 0.89 0.812 0.93 0.88 0.722 120.6M
DLGRN 0.93 0.92 0.874 0.95 0.93 0.895 0.92 0.91 0.883 0.95 0.91 0.869 119.7M

• GCN: A three-layer GCN model integrating semantic and syntactic weights to compute undirectional context (Veyseh et al.,
2019) on top of BERT.

The third category includes two state-of-the-art graph encoders with BERT:

• GAT-LSTM: A graph encoder extending the LSTM with graph attention structure in the input-to-state and state-to-state
transitions (Wu et al., 2018).

• GRAN: A graph network incorporating undirectional edge information with unnormalized gates (Liao et al., 2019).

Please note that the first two categories of baselines are designed for traditional EFP, which are fed with ground truth positions
f event anchor words. To ingratiate with end-to-end EFP, we slightly modify the baseline frameworks and extend them by adding
binary classification layer parallel to the existing regression layer under the multitask setting. As for the third category, both a

inary classification layer and a regression layer are added after the baseline graph encoders for end-to-end EFP.

.4. Evaluation metrics

For Event Anchor Detection, we use the Accuracy (Acc), 𝐹1 score and Matthews Correlation Coefficient (MCC) (Matthews, 1975)
as the evaluation metrics. MCC is applied because it avoids label bias due to data skew as reported in Table 1. For Factuality
Induction, following Lee et al. (2015), Rudinger et al. (2018), Stanovsky et al. (2017) and Veyseh et al. (2019), we use the mean
absolute error (MAE) and Pearson correlation (𝑟) as the evaluation metrics.4 An event anchor word is correctly identified if its
position matches the ground truth. We only take into account the factuality scores of those correctly identified event anchor words.

6. Results and discussion

6.1. Development experiments

The maximum recurrent step number 𝑇 is an important hyper-parameter in our framework. We analyze the influence of 𝑇 on
the performance of Factuality Induction according to the Pearson correlation (𝑟) on the development sets. Fig. 3 shows the results.

We observe that different datasets have different optimal 𝑇 values, where 𝑟 reaches the highest point. In Meantime and UDS-IH2,
there are significant improvements when 𝑇 increases from 1 to 4, showing the effectiveness of our framework. The result decreases
when 𝑇 exceeds 4. As for FactBank and UW, when increasing 𝑇 from 1 to 6, there are constant increments of 𝑟. However, the
increase of 𝑇 from 6 to 8 does not lead to further improvements. The 𝐹1 scores of Event Anchor Detection with different 𝑇 show
similar trends. Therefore, considering the results and the running time, we choose 𝑇 = 4 for all subsequent experiments.

4 MAE measures the total error, while Pearson correlation measures the linear correlation between gold and predicted scores, which is more likely to reflect
8

he dataset variance.
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Table 3
Results of Factuality Induction. The underline marker denotes 𝑝 < 0.01 on a paired 𝑡-test of 𝑟 values against DLGRN.

Method FactBank Meantime UW UDS-IH2 #params

MAE 𝑟 MAE 𝑟 MAE 𝑟 MAE 𝑟

BERT 0.392 0.782 0.401 0.387 0.492 0.733 0.902 0.782 109.5M
H-biLSTM 0.381 0.850 0.389 0.394 0.475 0.752 0.895 0.804 133.1M
GCN 0.315 0.890 0.350 0.452 0.451 0.828 0.730 0.905 125.9M
GAT-LSTM 0.327 0.862 0.366 0.431 0.456 0.812 0.772 0.835 120.8M
GRAN 0.324 0.874 0.362 0.422 0.468 0.796 0.762 0.827 120.6M
DLGRN 0.240 0.912 0.279 0.516 0.346 0.863 0.722 0.912 119.7M

Table 4
Ablation study on UW.

Method Acc 𝛥Acc% 𝐹1 𝛥𝐹1
% MCC 𝛥MCC% MAE 𝛥MAE% 𝑟 𝛥𝑟%

DLGRN 0.92 – 0.91 – 0.883 – 0.346 – 0.863 –

- Multi-task 0.91 1.09 0.90 1.10 0.824 6.68 0.352 1.73 0.844 2.20
- Sequential 0.91 1.09 0.90 1.10 0.805 8.83 0.408 17.92 0.801 7.18
- Directional 0.90 2.17 0.90 1.10 0.772 12.57 0.415 19.94 0.796 7.76
- Labeled 0.90 2.17 0.89 2.20 0.745 15.63 0.422 21.97 0.788 8.69

6.2. Main results

Tables 2 and 3 show the overall results for Event Anchor Detection and Factuality Induction. The underline markers denote that
he 𝑝-values of paired 𝑡-test against DLGRN is smaller than 0.01. We achieve the best performances in all the datasets for both Event
nchor Detection and Factuality Induction. By comparing DLGRN with BERT, we find a significant performance gain, showing the

mportance of the message passing process with graphs. By comparing DLGRN with H-biLSTM and GCN, we can find that modeling
irectional context is more powerful than encoding undirectional structures. This coincides with finds of Song et al. (2018) for AMR.
dditionally, iterating over recurrent steps helps to capture longer-hop path information. By comparing DLGRN with GAT-LSTM and
RAN, we can see that incorporating directional labeled information helps to encode structural context for end-to-end EFP. Finally,

he parameter number of DLGRN is smaller than all the baselines, which shows fewer risks of overfitting. There is also an exciting
inding that our multi-task reimplementation of the baselines performs better than the origin factuality results reported in Rudinger
t al. (2018) and Veyseh et al. (2019) with gold event anchor words, which shows the effectiveness of multi-task setting and shared
epresentation learning.

.3. Ablation study

To investigate the impacts of submodules of DLGRN for end-to-end event factuality prediction, we consider four main aspects
n ablation study: sequential context modeling, directional context modeling, labeled information, and multi-task framework. For
implicity, we report the Event Anchor Detection and Factuality Induction results of UW in Table 4. The most important feature is
he labeled information in the edge-tied weights and edge-aware attention mechanism, which brings a 2.20% decline in 𝐹1, 15.63%

decline in MCC, 21.97% decline in MAE and 8.69% raise in 𝑟. The construction of sequential edges and directional edges is also
essential and offers 8.83% and 12.57% reduction in MCC, 17.92% and 19.94% reduction in MAE and 7.18% and 7.76% lift in
𝑟, respectively. The reason is that it offers the ability to model fine-grained interactions between words and capturing longer-hop
information. Additionally, we removed the multi-task learning framework, degenerating DLGRN to a pipeline framework, which
will first find possible positions of event mention anchor words and then predict factuality scores in traditional position-based form.
The performances of DLGRN with the pipeline framework not only decrease 1.09% Acc, 1.10% 𝐹1, 6.68% MCC and 2.2% 𝑟 but also
increase 1.7% MAE. We think the shared representations for Event Anchor Detection and Factuality Induction is more effective and
thus beneficial to each subtasks.

6.4. Analysis on overall score distribution

We analyze the differences between the overall distributions of gold factuality scores and predicted ones. Fig. 4 shows the
distributions of both gold and predicted factuality scores on the test sets of all four datasets. As we can see from the figure, in
both UDS-IH2 and UW, DLGRN can fit the score distribution well, which also explains the high Pearson correlation 𝑟 in Table 3.
However, due to the limited size of FactBank and Meantime compared with UW and UDS-IH2, the distributions of factuality scores
seem highly biased, which obstruct DLGRN from learning the diversity of FactBank and Meantime. In addition, we can see that the
ranges of the predicted scores are narrower than the gold, indicating that there is a challenge to produce the scores near the two
ends. This finding can also support the results of higher MAE on UDS-IH2, which may be a potential direction in future studies.
There is also an exciting finding that the DLGRN learns the long-tail factuality scores in [−3, 0] on UW well, which also shows the
9

effectiveness of our framework.
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Fig. 4. The distributions of gold and predicted factuality scores on all datasets.

Fig. 5. The distributions of the sentence lengths of the datasets in the six disjoint buckets. The datasets are (a) FactBank, (b) Meantime, (c) UW and (d) UDS-IH2.

6.5. The influence of sentence length

We find that the optimal maximum recurrent step 𝑇 value may be affected by the sentence length. Therefore, we analyze the
impacts in different sentence lengths on the test sets of the four datasets, i.e., FactBank, Meantime, UW, and UDS-IH2. First, we
divide the range of sentence lengths into six disjoint buckets with equal widths, showing the counting percentages in Fig. 5. By also
referring to the average sentence lengths reported in Table 1, we can see that the sentence length distributions of FactBank and
UW are the closest, so as their average lengths. The first three buckets of Meantime seem to contain homogeneous quantities, while
UDS-IH2 has the shortest sentence length.

We then compare the performances of DLGRN with GCN, which is extended from a state-of-the-art traditional EFP baseline, and
GAT-LSTM, which is developed from a strong graph encoder, in each bucket of all the datasets. The Pearson correlation 𝑟 values are
shown in Fig. 6. As we can see from the results, DLGRN outperforms GCN and GAT-LSTM in each bucket, showing the effectiveness
of our proposed framework. It is worth noticing that the gap of Pearson correlation 𝑟 between DLGRN and other baselines in the
last two buckets is more significant than in the rest buckets, suggesting that DLGRN can work better in longer sentences thanks to
10

the possible more giant maximum recurrent step 𝑇 .
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Fig. 6. The Pearson correlation 𝑟 in the disjoint buckets of the four datasets, (a) FactBank, (b) Meantime, (c) UW and (d) UDS-IH2.

Fig. 7. Predicted and gold factualities of two example sentences along with involved directional and labeled syntactic information. The red words are gold event
anchor words, and the blue words are false positive. The format of each factuality is TOKEN@POS=Value. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

6.6. Implications for research

Our research introduces the task setting of end-to-end EFP, where Event Anchor Detection and Factuality Induction should
perform jointly on plain texts for predicting factualities of events. We also introduce the method of incorporating directional
and labeled syntactic information with graph neural networks. The experiment results demonstrated that our proposed framework
exposes excellent potential to effectively detecting event anchors and inducing event factualities by achieving state-of-the-art results
11
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on four benchmark datasets, i.e., FactBank, Meantime, UW, and UDS-IH2, comparing with solid baselines. Our findings also showed
that our framework could capture the overall factuality score distributions like the gold ones. In addition, findings showed that our
framework could model longer dependencies better than the baselines. Because the methods of leveraging directional and labeled
syntactic information are portable, we believe that it will also significantly improve the performance of other natural language
processing tasks like natural language inference, named entity recognition, and relation extraction.

6.7. Case study

Fig. 7 shows two examples from FactBank. We compare the gold factuality results with the output of DLGRN and two strong
aselines, GCN and GAT-LSTM. In example 1, the baseline GCN improperly predicts a false positive event anchor word ‘‘fee’’ with

the index 21. In contrast, the baseline GAT-LSTM leaves out a positive event anchor word ‘‘question’’, which is indexed at 12.
Additionally, DLGRN predicts more accurate factuality scores than GCN and GAT-LSTM, which shows the effectiveness of our graph
neural multi-task framework. In example 2, only GAT-LSTM omits a positive event anchor word ‘‘embargo’’ indexed at 10, while
other models predict the correct event anchor words. DLGRN also predicts factuality scores closer to the gold scores, especially for
the event anchor word ‘‘punishment ’’. One possible reason is that DLGRN considers directional and labeled syntactic information,
which is ignored in GCN and GAT-LSTM.

7. Conclusion

We investigated end-to-end Event Factuality Prediction, a more realistic task setting in practice, performing Event Anchor
Detection and Factuality Induction jointly in a single model. A novel graph neural multi-task framework with the directional labeled
information, DLGRN, was investigated in this task. This framework identifies event anchor words and factuality scores by extending
the recurrent message passing process with edge-tied weights and edge-aware attention mechanism. Results on four benchmark
datasets, i.e., FactBank, Meantime, UW, and UDS-IH2, show that our framework gives better performances on Event Anchor Detection
and Factuality Induction than the extended traditional state-of-the-art EFP methods and the graph encoders. We also find that
our framework is capable of capturing the overall score distributions. In addition, incorporating directional and labeled syntactic
information in EFP performs better than the baselines for long sentences. To our knowledge, we are the first to study end-to-end
EFP and make use of directional labeled information for neural EFP, which is also portable to other graph encoders.
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