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Optimizing Attention for Sequence Modeling via
Reinforcement Learning

Hao Fei, Yue Zhang , Member, IEEE, Yafeng Ren , and Donghong Ji

Abstract— Attention has been shown highly effective for model-
ing sequences, capturing the more informative parts in learning
a deep representation. However, recent studies show that the
attention values do not always coincide with intuition in tasks,
such as machine translation and sentiment classification. In this
study, we consider using deep reinforcement learning to automat-
ically optimize attention distribution during the minimization of
end task training losses. With more sufficient environment states,
iterative actions are taken to adjust attention weights so that more
informative words receive more attention automatically. Results
on different tasks and different attention networks demonstrate
that our model is of great effectiveness in improving the end task
performances, yielding more reasonable attention distribution.
The more in-depth analysis further reveals that our retrofitting
method can help to bring explainability for baseline attention.

Index Terms— Attention mechanism, deep reinforcement learn-
ing (RL), natural language processing (NLP), neural networks.

I. INTRODUCTION

THE attention mechanism has been applied to a range of
natural language processing (NLP) tasks, such as neural

machine translation [1], [2], dialog generation [3], machine
reading/comprehension [4], sentiment classification [5], and
text summarization [6]. It calculates the context representation
of a sentence as a weighted sum of individual components,
automatically selecting more important parts of an input
sequence. This coincides with the psycholinguistic intuition to
some extent, as humans often pay more attention to important
parts to form a whole picture of sentences.

Many types of attention have been extensively used for NLP
tasks, achieving competitive performances. Broadly speaking,
attention can be divided into soft attention [2], [7] and hard
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Fig. 1. Attention comparisons. Blue: ideal attention weights. Red: empirical
attention weights. The color depth indicates the weight. Example sentences
are partially displayed due to the space limitation.

attention [8], [9], according to whether or not entire elements
of input sequence is used to compute the alignment scores [1].
In addition, self-attention (SA) gives strong results on a wide
range of NLP tasks, in spite of its simplicity [10]–[12].
Hierarchical attention shows its power when dealing with
documental level textual modeling [13].

Though bringing considerable improvements on various
tasks in NLP, attention weights can fail to capture the most
informative part of the content and do not always satisfy
the needs of end tasks [14], [15]. Fig. 1 shows an example
of fine-grained sentiment analysis.1 Intuitively, the attention
mechanism should properly highlight the elements that are
task-related, as the examples marked in blue. Nevertheless,
the vanilla attention mechanism does not generate proper
attention for all the elements. In fact, a large proportion of the
words with higher attention weights is not important or task-
related, such as stop words, which are the examples visualized
with red. Besides, according to a recent study [16], around
30% highlighted words by neural attention is not coincident
with human attention. This negatively affects the final predic-
tion of the model. Such a phenomenon is more serious for long
sequences. Intuitively, the performance can be improved if the
attention distribution is effectively fine-tuned and optimized.

Some methods use direct supervision to modify attention
values [17], [18], but it can be highly costly and not feasible
to obtain ideal attention signals for all tasks. In attention
models, the weights obtained can be regarded as unsupervised
signals learned during the optimization of the end task. To this
end, reinforcement learning (RL) provides a practical tool that

1The examples are sampled from SemEval2014/2015 data sets.
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Fig. 2. Overall architecture of DRGA.

has been shown effective for various NLP tasks [19], [20].
In this article, we investigate the effectiveness of deep RL
for obtaining better attention weights, by designing a novel
sequential decision process that iteratively modifies original
attention weights given a baseline attention network.

In particular, as shown in Fig. 2, given a baseline network,
actions are dynamically taken to either increase or decrease
the attention score of each node. A delayed reward is used
to guide the learning of the policy network. With new con-
text representations calculated from revised attention weights,
the attention network can be optimized by backpropagation via
a policy gradient-based learning algorithm. Supervision from
end task loss at the global scope helps the model to revise
the baseline attention weights. The baseline attention network
fine-tuned by our RL framework during training can alone
make a better prediction at the inference phase. Similar to the
naive attention mechanism, the optimization of attention via
our RL framework are derived solely from loss minimization
of the end task, without using external guidance.

We compare RL-adjusted attention weights with the original
attention weights on four types of attention mechanisms,
including general attention [21], SA [10], hierarchical atten-
tion [13], and attention-based encoder–decoder [2]. Results
on various benchmark data sets show that our proposed
method brings strong performance gains in all different set-
tings, yielding more intuitively reasonable attention distribu-
tion. Further in-depth analysis proves that the explainability
of the attention mechanism largely depends on the exact
attention architectures and the end tasks. Our retrofitting

method can help to generate interpretable attention distri-
bution and bring explainability for baseline attention. Our
implementation codes are publicly available for research
purpose on https://github.com/Baxelyne/DRGA under Apache
License 2.0.

II. RELATED WORK

A. Attention Mechanism

Attention showed its early potentials in NLP on neural
machine translation (NMT) [1]. Attention mechanisms have
subsequently been applied to various NLP tasks, including dia-
log generation [3], machine reading/comprehension [4], [22],
sentiment analysis [23], [24], text summarization [6], machine
translation [11], and information extraction [25], achieving
state-of-the-art accuracies. For example, Wang et al. [26] pro-
pose an attention network incorporating both word- and
clause-level attentions for aspect-based sentiment classifica-
tion. Shen et al. [10] propose an SA-based contextual informa-
tion CNN network for text classification. The transformer-style
SA network employs multiple dimensions and multiple heads,
resulting in boosted task performances [11], [12].

Recently, research efforts are paid to retrofit the vanilla
attention mechanism. For example, Niculae and Blondel [17]
use a smoothed max-operator as the replacement of softmax
attention to give more interpretability without sacrificing the
performance of the attention mechanism. Shen et al. [27]
integrate both soft and hard attention into one context fusion
model, “reinforced SA,” for natural language inference and
semantic relatedness tasks. In contrast, we let the attention
module sufficiently and directly access the end task loss under
both the global and the local scope, and calculate revised atten-
tion weights dynamically using an RL framework, to better
capture informative elements. On the other hand, the capacity
of attention representation of transformer has been much
studied (e.g., the syntax-aware feature induction [28]–[30]).
In this article, we show that the transformer attention can also
be enhanced via our framework.

This work is also relevant to the recent hot topic that
whether the attention mechanism carries interpretability power
with intuition [16]. Some studies prove that the attention
network can help to yield better task performances while
inducing attention distribution with intuition [31]–[34]. Others
argue that attention does not necessarily correspond to impor-
tance, and the explainability of the attention mechanism is
denied [35], [36]. In this article, we try to give an answer to
the question of attention explainability through our retrofitting
RL framework.

B. Deep RL

This work also belongs to the application of deep RL
for NLP. RL for NLP task recently attracts enormous inter-
est [19], [20], [27]. For example, He et al. (2016) [37]
use RL to fine-tune a bilingual machine translation model.
Yu et al. (2017) [38] propose an RL-based reading method,
which skims the insignificant slots to achieve higher time effi-
ciency. Yin et al. (2018) [19] introduce a deep RL framework
for the Chinese zero pronoun resolution.
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Some work employs RL to enhance machine learning meth-
ods rather than certain tasks. For example, Fang et al. [39]
investigate RL for active learning, Wu et al. [40] inves-
tigate RL for cotraining, and Chen et al. [41] investigate
RL for self-training. Our work more closely relates to the
work of Indurthi et al. [42], who exploit deep RL over base-
line hard-attention mechanisms for improving NMT on long
sequences [42].

In this article, we employ policy gradient for sampling
actions, which can maintain the exploration and avoid getting
stuck at an intermediate state [43], [44]. For continuous control
of continuous attention weights, we use the probabilistic policy
gradient algorithm [45] with action sampling from a Gaussian
distribution.

III. FRAMEWORK

We formulate attention distribution amendment as a sequen-
tial decision process and employ RL since: 1) it provides a
sequential-decision scheme at the token level for dynamical
optimization without any supervision and 2) it takes into
account sufficient environment states when making every
decision. Our RL method uses the environment as a consultant
at each time step to dynamically revise weights, by modeling
weight-assigning as a sequential decision process, which can
be more intuitive and reasonable.

The architecture of our method is shown in Fig. 2. We name
the framework as deep RL guided attention (named DRGA).
It consists of three components: an attention network, a policy
network, and an adjusting module. The attention network
computes initial attention scores for an input sequence. Then,
the RL agent generates modification actions according to the
environment states. Finally, the adjusting module revises the
weights according to the action values. The revised attention
weights will be used for the attention network to calculate
attention context representation for making prediction of a
specific task. The policy network obtains rewards from the
attention network’s prediction, which, in return, guides the
learning of the policy for adjusting attention weights.

A. Policy Network
Formally, we design the RL agent as policy network

πθ(s, a) = P(a|s; θ), where s stands for the state, a represents
the action, and θ indicates the parameters of the model. Instead
of using a deep Q-network, which learns a greedy policy for
discrete actions, we employ the policy gradient algorithm [44]
for sampling actions, due to the need for continuous control
of attention weights. We adopt a stochastic policy, sampling
actions with probabilities from a Gaussian distribution at each
step, which can maintain exploration and prevent the agent
from getting stuck at an intermediate state.

1) State: At each time step t ∈ {1, 2, . . . , n}, a state st

consists of the word vector wt ∈ R
Dw of the current element,

the hidden representation ht ∈ R
Dh of the current element, a

weighted representation h∗t ∈ R
Dh of the current element,

the sum of the original weighted element hs ∈ R
Dh , the con-

catenation of all element representation ha
t = [h1; . . . ; hn] ∈

R
n∗Dh , and the query representation u ∈ R

Du . The word vector
wt can be obtained from a lookup table, and the hidden

representation ht can be obtained via a sequential network,
e.g., recurrent neural network. The word vector wt and the
hidden representation ht of the current element provide basic
information of the element itself. The weighted representation
of the current element h∗t = αt ∗ ht is the dot product of the
original weight and the hidden representation, alternatively.
The weighted sum hs = ∑

t αt ∗ ht , together with the
query representation u, offers the global context information.
Formally, the state for the policy network is defined as follows:

st =
[
wt ; ht; h∗t ; hs; ha

t ; u
]
. (1)

Thus, given a sentence (a sequence of tokens) X =
{x1, . . . , xn}, there will be a corresponding sequence of envi-
ronment states S = {s1, . . . , sn}. S is fed into the agent for
generating the corresponding action at .

2) Action and Adjusting Strategy: Given a sequence of
states S, a corresponding action sequence A = {a1, . . . , an}
is sampled based on the probability density of the Gaussian
distribution [43], [45], [46]. The output of the agent is a
description of the Gaussian distribution for the action

π(st; θ) = N (μ(st , θ), σ (st , θ))

at ∼ π(st ; θ) (2)

where μ and σ are the mean and standard deviation.
We employ a layered feedforward network (FFN) to out-
put parametric policy, from which the unary action will be
sampled. We then squash the action between [−1, 1]: at ←
sigmoid(at)− 1.

The agent keeps sampling for the whole sentence. Once all
the actions for the input sequence are decided, the adjusting
module increases or decreases the corresponding attention
score based on the action values. Specifically, a new weight
score is the sum of the original value and the corresponding
action value. Therefore, if an action value ai > 0, the resulting
score will be increased, and vice versa. To make the agent
more flexible to the situation, we adopt a trainable parameter
β (0 < β ≤ 1) as the scale. β is initialized with a specific value
and decreases gradually as training progress goes forward.

Specifically, given an original attention vector α =
{α1, . . . , αn} and the actions A = {a1, . . . , an}, the adjustment
is defined as follows:

α∗i =
{

αi + ai ∗ β, α∗i > 0
e−INF, α∗i ≤ 0.

(3)

Then, we linearly normalize the attention values to ensure
equal-to-one sum

α′t =
α∗t∑
α∗t ′

. (4)

The revised attention scores α′ = {α′1, . . . , α′n} are passed to
the attention network.

3) Reward: Once the attention network makes a prediction
based on the revised attention representation, the posterior
output probability P(y|X) is computed. Note that the pol-
icy network cannot update its parameters after each action.
Instead, updates are executed only after the entire sequence
of elements is processed. Therefore, a delayed reward is used
to guide the policy learning, where P(y|X) is used by the
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policy network to compute reward RL for leading to task-
relevant attention. To obtain a delayed reward based on the
attention network’s prediction, we perform action sampling
over the entire sequence.

The reward is crucial for the RL agent to optimize its policy.
To encourage the agent to make proper adjustments, we add
an additional term to regulate the number of highly weighted
elements. Considering that the salient words in a sequence
should be neither too many nor too few, we employ a unimodal
function f (x) = x + L0/x , which has a minimum value at
x0 = √L0. Thus, the reward is

RL = log P(y|X)− γ (L/N + N · L0/L) (5)

where L denotes the length of the sequence, N is the number
of highly weighted elements,2 and γ is a harmonic factor to
balance the two parts. The second term encourages N to be√

L0 · L, which means that, for instance, when L0 = 0.01,
a sequence with a length of L = 10 has around one salient
element.

4) Objective: We train the policy gradient agent using the
REINFORCE algorithm [47], which aims to maximize the
expected reward

J(�) = E(st ,at )Pθ (st ,at ) R(s1a1 · · · sT aT )

=
∑

s1a1···sT aT

∏
t

p(at |st; θ)RL (6)

where p(a|s; θ) indicates the probability of a generated action
a. Thereafter, we apply the likelihood ratio for calculating the
gradients of the policy network

	�J(�) =
∑

t

RL	� log p(a|s; θ). (7)

In our work, the policy gradient provides timely direct
supervision from the end task for each time-sequential modifi-
cation. Also, the policy gradient enables the additional reward
to function and the continuous control of actions.

B. Attention Network
The attention network is used to: 1) produce initial attention

weights (a probability distribution) for a sequence of elements
and 2) make a prediction for a specific task given a final
attention based representation.

The task-specified network takes an input sequence X =
{x1, . . . , xn} and obtains word embeddings wi (1 < i < n). The
network then encodes them into hidden representation hi ∈
{h1, . . . , hn}. A task-related vector representation of a query
representation is given as u ∈ R

Du . Thereafter, hi is passed
to the attention module to obtain a weighted representation c
(also hs) and attention weights α, via the following equations:

vi = f (u, hi ) (8)
α = softmax(v) (9)
c =

∑
i

αi hi . (10)

The weights α are then adjusted by the agent of DRGA.

2The tokens are first sorted by their attention values within the sequence
from the largest to the smallest, before the accumulated values are calculated
token by token. An accumulated threshold δ is set based on the specific data
set, and those tokens beneath the threshold are taken as highlighted ones.

In some cases, models involve multihead [11], multi-
layer [48], or multidimension [11] attention. For multilayer
and multihead, attention weight is a K × N matrix (K
is the number of layers or heads and N is the attention
length), which can be regarded as K independent attention
arrays. DRGA adjusts the K attention arrays one by one. For
multidimensional attention, it is an H×N array. Each element

αi in attention is an H -dimension vector. DRGA revises the
vector via 
α∗i = 
αi+ 
ai∗β, where 
ai ∈ R

H is the corresponding
action vector.

The attention network calculates the context representation
c′ using the revised attention weights α′ and hidden represen-
tation hi via (10). The predicted probability P(y|X) of a task
can be output based on the context representation

P(y|X) = softmax( fnet(c′)) (11)

where fnet(·) denotes a specific network used.

C. Training

A cross-entropy loss function is employed to train the
attention network

L = −
∑
X∈D

K∑
1

p̂(y, X) log P(y|X) (12)

where p̂(y, X) is the gold distribution of X .
In our framework, the attention network can be equipped

with different types of attention implementation. We will
elaborate on the details for different attention in the next
section.

The policy network and the attention network are jointly
trained. However, directly training the whole framework with
cold-start would be difficult. Recently, pretraining has been
proven crucial in RL. Thus, we pretrain the policy network
and the attention network separately. In particular, we first
pretrain the attention network until it is close to convergence.
Then, we pretrain the policy network while keeping the
parameters of the other model fixed. Finally, we jointly train
all the components. The training process is demonstrated in
Algorithm 1.

IV. EXPERIMENTS

A. Experimental Setup

We conduct experiments on four typical attention archi-
tecture, including SA [10], task-specific attention [21], hier-
archical attention [13], and attention-based encoder–decoder
models [2]. Experiments are performed on three tasks, includ-
ing fine-grained sentiment analysis, text classification, and
NMT. The performances of classification tasks are compared
and reported in accuracy.3 We test the performances of our
method ten times on all the corresponding test sets, and all the
results are presented after Significance Test with p ≤ 0.015.
In our experiments, the quantity and the split setting (into
train/dev/test subset) on each benchmarks data sets strictly
follow the corresponding baselines.

3To make fare comparisons with baselines, we use only the accuracy
measurement, which is the conventionally employed in baselines.
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Algorithm 1 Training Procedure for DRGA
Require:

1) Pretrain the attention network via Eq. (12);
2) Fix the parameters of the attention network and pretrain
the agent via Eq. (7);
3) Co-train the overall framework under following steps
until convergence.

Ensure:
1: for each input sequence si do
2: Feed the X into attention network;
3: Compute attention weights α for si by attention network

via Eq. (8) and Eq. (9);
4: for each time step t in sequence do
5: Prepare the states st in Eq. (1);
6: Sample an action at via Eq. (2);
7: end for
8: Adjust original attention values by Adjusting module via

Eq. (3) and Eq. (4);
9: Calculate the new attention context representation for

attention network via Eq. (10);
10: Make prediction in attention network, and minimize the

loss in Eq. (12);
11: Compute reward for RL agent via Eq. (5);
12: Update the parameters for both attention network and RL

agent via Eq. (12) and Eq. (7).
13: end for

We employ the simple MLP as the RL agent. We set
the dimension of both hidden states of the agent and word
vectors as 300. The word vectors are initialized with Glove
pretrained embeddings.4 We use Adam [49] with a learning
rate of 0.0005. Dropout is used for the attention network with
a 0.5 keeping rate. All experiments are conducted using an
Intel Core i7 7700HQ CPU with 8-GB memory. We exploit
different coefficient factors for different tasks and data sets
after fine-tuning the corresponding development sets.

B. Baseline Attention
1) SA: In (8), for SA, the query u stems from the input

sequence itself, that is, ei = f (hi , hi ). SA has the capability
of modeling the dependencies between tokens from the same
sequence. We validate DRGA with five types of networks,
including LSTM [50], CNN [51], CICNN [52], DiSAN [10],
and transformer5 [11], respectively. Besides, we also compare
our model with a differentiated attention learning model by
Zhou et al. [18].

The experiments for SA are conducted on four benchmark
data sets for text classification, including Movie Review
(MR) [53], Stanford Sentiment Treebank (SST) [54], Subjec-
tivity (SUBJ) [55], and AGnews [56].

2) Task-Specific Attention: We test DRGA on general
attention-based networks, in which the query u of the atten-
tion module is task-specific. We choose three attention-based
networks for fine-grained sentiment analysis, including LSTM
[57], IAN [21], and W&C-ATT [26]. The experiments are

4http://nlp.stanford.edu/projects/glove/
5We only use the transformer encoder for classification tasks.

TABLE I

RESULTS WITH DIFFERENT SETTINGS OF RL AGENT ON LSTM + SA
WITH DRGA. # LAYER DENOTES THE TOTAL LAYERS OF MLP.

# HIDDEN DENOTES THE SIZE OF HIDDEN LAYER. # PARAM
DENOTES THE TOTAL NUMBER OF TRAINABLE PARAMETERS

based on the data sets of SemEval2014 Task 4 (3-class) and
SemEval2015 Task 12 (2-class), respectively. Both include two
domains: laptop and restaurant.

3) Hierarchical Attention: For validating the effectiveness
of DRGA on hierarchical attention, we choose two types of
networks as baselines. The experiments are based on three
benchmark data sets on document level text classification,
including IMDB (10-class) and Yelp Data Set Challenge
(5-class) in 2013 and 2014. We compare the performance of
different models, including UPA [48] and HUAPA [13].

4) Attention-Based Encoder–Decoder: To evaluate the com-
patibility of DRGA on sequence generation, we perform
experiments on the encoder–decoder structure. The experi-
ments are conducted on the NMT task, based on the corpora
of WMT14 English–German and WMT15 English–German,
which are English to German translation data sets. We first
use a typical attention-based seq2seq (Att-seq2seq) model pro-
posed by Luong et al. [2] as our baseline. Besides, we employ
transformer [11] and Hard-Attention (HardAtt) [42] for NMT
tasks. The performance is reported in perplexities (Ppl) and
BLEU.

C. Development Experiments

We conduct several development experiments on the SUBJ
development data set, based on the LSTM + SA with DRGA.

1) Regulating Factors: In our framework, the adjusting
scale β is designed for the adjusting increment, and the
harmonic factor γ is used for balancing the RL agent reward.
They can be properly initialized for better performance.
We compare the performances of DRGA under different com-
binations of β and γ by development experiments. Besides,
β regulates the adjusting rates; therefore, we investigate the
impact of β on the converging time.

From the results shown in Fig. 3, we can find that γ
influences the performances of DRGA since it controls the
number of highly weighted tokens. When γ is set as 0.2,
DRGA achieves the best accuracy. An initial value of 0.4 gives
the best performance. Besides, when the initial value of β is
above 0.4, the time for the model to converge is shortened to
around 50 min.
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Fig. 3. Influences of regulating factors. (a) Accuracy over β and γ . (b) Training time over β. (c) Accuracy over
√

L0. (d) Accuracy over δ.

TABLE II

RESULTS OF SA WITH DRGA. IN EACH GROUP, “+DRGA” MEANS

INTEGRATING THE ATTENTION-BASED NEURAL NETWORK WITH

DRGA. RESULTS OF BASELINE METHODS WITH MARK * ARE
OBTAINED BY RUNNING THEIR RELEASED SOURCE CODE.

OTHERS ARE REPRINTED FROM THE ORIGINAL PAPER

We introduce L0 to guide the learning of salient words
number and the accumulated threshold δ for filtering highly
weighted elements. They should be decided according to the
development data set. From the figure, we can see that, with√

L0 = 0.2 and δ = 0.85 on the SUBJ data set, DRGA
achieves the best result.

TABLE III

RESULTS OF TASK-SPECIFIC ATTENTION WITH DRGA

TABLE IV

RESULTS OF HIERARCHICAL ATTENTION WITH DRGA

The above analysis shows that these regulating factors
should be fine-tuned for DRGA to reach the best performance
on different data sets for different tasks.

2) Settings of RL Agent: To avoid complex optimization,
we employ the light-weighted FFN as the RL agent. We now
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TABLE V

RESULTS ON NMT TASKS

explore the performances of different numbers of parameters
and the FFN topology of the RL agent. From the results
shown in Table I, we can see that more parameters or more
hidden layers do not always improve the performance. By
using a two-layer FFN with 300-dim hidden size, the RL agent
gives the best performance while keeping a comparably simple
architecture. Overall, we see that a simple light-weighted MLP
network can bring good improvements for baseline attention.

D. Quantitative Results
The final experimental results are shown in Tables II–V. For

the task of text classification on data sets with SA, both LSTM
and CNN achieve competitive results, as shown in Table II.
By integrating DRGA, the performances of almost all the
SA baselines are improved on each data set. These results
demonstrate the effectiveness of the DRGA for optimizing the
SA. We also compare our model with Zhou et al. (2018),
which use two-branch architecture to shift the attention to
different parts of a sentence. Our proposed method achieves
better accuracies compared with the method of Zhou et al.
(2018). Table III shows the results for fine-grained sentiment
analysis. Similar observations are found using DRGA for task-
specified attention networks. DRGA improves the accuracy of
the task in three baselines for four data sets.

As shown in Table IV, DRGA improves the UPA model
on the IMDB data sets by 1.8% and the Yelp 2013 data sets
by 1.2% and helps HUAPA by 1.2% on IMDB and by 0.2%
on Yelp 2014. We find that the improvement of DRGA for
hierarchical attention is not as significant as that for SA and
generic attention. The possible reason is the complexity of
hierarchical attention, which has its own iterative modifica-
tions. Nevertheless, DRGA still brings overall improvement
on the majority of data sets. Table V shows the results of
attention-based seq2seq with DRGA. DRGA gives the same
level of improvement for sequence generation models, helping
the Att-seq2seq by 2.6% BLEU on WMT14, 1.8% BLEU on
WMT15, and transformer by 1.2% and 2.1% BLEU.

E. Qualitative Results
We present qualitative analysis on how DRGA optimizes

the attention mechanism by visualizing the attention weights
α. The weights from the original attention are compared with
the revised one by DRGA.

Table VI shows the results. First, we observe that the
attention distribution revised by DRGA is more reasonable
compared with the original attention model. Intuitively, when
the original attention weight is generally functional, DRGA

guides the attention module to give higher attention values
to more task-related tokens, which consequently improves the
performances. Attention weights of stop words, which are less
informative for the task, are effectively weakened by DRGA.
The optimization effect is more evident for long sentences due
to the restraint of the additional term of reward, as described
in subsection of Reward.

Incorrectly assigned higher attention values from the origi-
nal attention module are properly revised by DRGA thanks
to its ability to sufficiently interacting with the sentence
environment. This can be found in the example of trans-
former6 for classification task in Table VI. Informative phrases,
such as best, artful large, and soon, are expected to have
larger weights. While the transformer fails to achieve this,
DRGA highlights the relevant words. Therefore, the attention
distribution is much more concise and accurate. Besides,
we track down the transition of attention weights, as shown
in Table VII. We can find that the transitions from the
original attention weights to final revised weights are sta-
ble and continuous, and some important words for the task
receive increasingly more proper attention when the iteration
increases. The above visualization shows the effectiveness of
the proposed model.

F. Revisiting Informative Elements

DRAG can quantitatively improve the end task perfor-
mances by reassigning the weights. To see how many sen-
tences are optimized, we compared the original highlighted
token numbers from the attention module and the highlighted
token numbers that are revised by DRGA, in a fine-grained
scope. We make comparisons between LSTM + SA and
DRGA on four data sets. The results are shown in Table VIII.
We find that, for each data set, DRGA decreases the count of
originally highlighted words, with a maximum reduction rate
of 23.8% on the SST data set and 18.3% on the AGnews data
set.

To understand what types of information DRGA prefers to
penalize or increase, we investigate the top-25 words whose
weights are modified the most by DRGA. The results are
shown in Fig. 4. We find that: 1) parts of the most highly
selected words are stop words, such as a, that, and with,
which can be uninformative for the task and 2) DRGA adjusts
the weights’ distribution for frequently highlighted tokens to
a more reasonable proportion. Thus, salient words, such as
interesting, great, and best, are further highlighted.

G. Attention Explainability

Finally, we try to investigate the explainability of the
attention mechanism. The attention interpretability can be
expressed as follows: if the learned attention weights agree
with natural measures of features importance, the alterna-
tive of counterfactual attention distribution will correspond-
ingly change the model output distribution most [34]–[36].
Under such assumption, following Serrano and Smith [36],

6The attention weights of the transformer are multidimensional, and we
squash them into scalar values when we visualize them.
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TABLE VI

VISUALIZATION OF ATTENTION WEIGHTS FOR BASELINE ATTENTION MODELS BEFORE AND AFTER THE OPTIMIZATION FROM OUR FRAMEWORK

TABLE VII

TRANSITION OF ATTENTION WEIGHTS BY TANSFORMER+ DRGA BASED ON THE EXAMPLE SENTENCE FOR CLASSIFICATION TASK

TABLE VIII

COMPARISONS OF HIGHLIGHTED TOKEN NUMBERS BETWEEN

BEFORE AND AFTER DRGA

we explore the relative importance when the attention distri-
bution has been changed. Using i to denote the token with
the highest attention αi in the sentence, we compare how i
influence the model’s output distribution, by comparing the
importance of i with the other random attended element r ,
which is drawn uniformly from the same sentence. Concretely,
we measure the difference of two Jensen–Shannon (JS) diver-
gences


JS = JS( p, q{i})− JS( p, q{r}) (13)

where JS( p, q{i}) is the JS divergence of the model’s original
output distribution p and the output distribution q{i} after
removing the learned most important token i in attention, and
the second JS divergence is the counterpart after removing the
r in its attention. Intuitively, if i is truly the most important
element, the change of output distribution by removing i can
be the greatest, and correspondingly, we can expect 
JS to be
positive. Based on several different attention architectures and
data sets, we plot 
JS against 
α = αi − αr .

Fig. 4. 25 most modified words on SUBJ.

As shown in Fig. 5, several interesting patterns can be
found. First, for all the vanilla attention, only 
α larger
than 0.6 can activate above-zero 
JS, while 
α threshold
is around 0.2 in the attention improved by DRAG, which
means that the retrofitted attention network can help to cor-
rectly adjust the most intuitive token i . Second, the same
attention in different data sets can yield distinct capability
of explainability, which can be found in Fig. 5(a) and (b),
where DiSAN has different 
α threshold on the SST and
SUBJ data sets. We can also notice that vanilla attentions
can lead to negative 
JS [e.g., in Fig. 5(a)], indicating task-
unrelated attention weights. Finally, our DRAG framework is
more useful in optimizing sequence-to-sequence attention in
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Fig. 5. JS divergence gap (
JS) (Y -axis) between attention distribution against 
α of attention weight (X-axis) between the most important token i and
random selected token r . The results at the topper row in blue color are from the raw attention model, and the results at the corresponding bottom row in green
color are from the attention retrofitted by DRAG. (a) DiSAN-SST. (b) DiSAN-SUBJ. (c) IAN-Sem14. (d) IAN-Sem15. (e) Trm-WMT14. (f) Trm-WMT15.
(g) DiSAN-SST. (h) DiSAN-SUBJ. (i) IAN-Sem14. (j) IAN-Sem15. (k) Trm-WMT14. (l) Trm-WMT15.

NMT tasks since 
α threshold is the lowest (around 0.15).
The above analysis shows that DRAG can bring explainability
attentions with more intuition.

V. CONCLUSION

We retrofitted the attention mechanism for sequence model-
ing in NLP, investigating a principled solution of deep RL for
optimizing attention by adding a policy network on top of a
baseline attention network for adjusting the attention weights
automatically. Without introducing external supervision, our
method gives more interpretable attention distribution over
four types of attention networks, yielding better task perfor-
mances. Future work includes how to improve the training
efficiency of the RL method, as well as more NLP applications
by the proposed method.
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